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Foreword

Image Processing and Communications represents an exciting and dynamic
part of the information area.

This book consists of 52 scientific and technical papers from 14 Nations,
after a careful selection performed by many international reviewers. The
papers are conveniently grouped into 6 chapters:

• Computer Vision and Image Processing
• Biometric
• Recognition and Classification
• Biomedical Image Processing
• Applications
• Communications.

Each chapter focuses on a specific topic, presents results, and points out
challenges and future directions.

A number of people helped in making this book a reality. Adam Marchewka,
PhD. demonstrated tremendous commitment in typesetting the book. I thank
Karolina Skowron, who typed and corrected some portion of the text. I
express my gratitude to all reviewers. I am also grateful to Thomas Ditzinger,
editor at Springer for keeping me on schedule for the production of the book.

Bydgoszcz, Ryszard S. Choraś
October 2010
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Feature Type and Size Selection for AdaBoost Face
Detection Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Jerzy Dembski

3D Morphable Models Application for Expanding Face
Database Limited to Single Frontal Face Image Per
Person . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
�Lukasz Kulasek and Andrzej Czyżewski
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The Improved Least Interference Routing Algorithm . . . . . . . . 425
Ireneusz Olszewski



XII Contents

Comparison of Modified Degree 6 Chordal Rings . . . . . . . . . . . . 435
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Part I

Computer Vision and Image Processing



Earliest Computer Vision Systems in Poland

Ryszard Tadeusiewicz

AGH University of Science and Technology,
Faculty of Electrical Engineering, Automatic Control,
Computer Science and Electronics, Department of Automatic Control
e-mail: rtad@agh.edu.pl

Summary. In the paper is presented the brief history of research conducted
in Poland (at AGH University) in the area of image processing, analysis and
recognition. The history is connected with changes of the technology used for
problem solving. First systems are build from the separate integrated circuits
of low and medium scale of integration, after this we develop some systems
build on the base of VLSI elements, and now the new systems are constructed
on the base of FPGA technology. Nevertheless all the time scientific group
from AGH was conducted research in technological applications of vision
systems. At 70th and 80th years of XX century it was pioneer works devoted
to building of second in Poland and one of the first in Europe systems for
computer processing of the images, now research is dedicated mainly toward
real time image processing systems.

1 Introduction

The computer vision technique is currently very popular and commonly used.
It is enough to mention omnipresent digital cameras and DVCs which were
so technically improved and are produced so economically that they are uni-
versally installed in mobile phones as a bonus. Digital images also accompany
us in various forms of multimedia communication (vide [1]) and are the main
content of data resources - e.g. the Internet. Therefore, for present-day com-
puter user image manipulating is something very natural and obvious.

However, we should realize that it was not always like that! Digital tech-
nique, as the name indicates, was originally created to operate on numbers not
images, and the computer - also as the name suggests - is a machine used for
calculations and not determining liver deformations on sonogram. The fact
that we can so freely use the image processing and recognition techniques
is a result of long-term process of techniques development and improvement
and AGH University staff also participated in this historical process. In this
article I would like to recall some of our achievements in this field and show
the long and crooked path that we had to walk to reach our current level of
competence, related to methods defined often as computer vision.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 2, AISC 84, pp. 3–13.
springerlink.com © Springer-Verlag Berlin Heidelberg 2010



4 R. Tadeusiewicz

Usually, when we publish articles concerning computer vision, we refer to
recent achievements in this field (vide [2, 3, 4]) but in this case, as exception
to the rule, I will intentionally go back to the past. I will try to present the
beginning of computer vision development at AGH University in the "pio-
neer" stage of this technique development, when very few people knew what
was this computer vision about and many authorities claimed that comput-
ers should not be used for such activities because that is not their purpose.
AGH is a university of science and technology therefore industry needs, es-
pecially fields related to mining and metallurgy, were always the priority in
the computer vision techniques development. It is worth mentioning that the
first vision system constructed at AGH University was used to control the
process of mineral resources enrichment, more precisely the technology of
copper, zinc and lead ore enrichment on the basis of froth image observed by
CCTV camera and processed by a computer modified to working in indus-
trial conditions. Further research was performed in order to provide industrial
robots carrying out simple inspection works, assembling (including welding)
and sorting out objects with vision feedback.

2 The Problem of Computer Image Input

It is very difficult for a present-day user of omnipresent and highly efficient
devices, that allow quick and convenient ways of obtaining digital images
and inputting them into computer, to imagine how big problem that was in
the past. When we started the research into automatic image processing and
analysis at AGH University, the main method of computer data input were
punched tapes and cards (Fig. 1).

First, we had to design, work out and then personally build and test was
electronic devices that allowed image processing and its direct inpute to the
computer It seems that first publications about issues that are considered
here were published in mid 70s and many following publications in 1978 were
the result of them (vide [7, 8, 9]). As I mentioned, the main problem at
that time was the converter that allowed an input of images supplied at high
speed by typical (analogue) TV cameras into slow, at that time, computers.
Constructing such converter using electronic systems available in 70s was very
difficult and moreover the stream of digital information produced by such
converter was too big and fast for capabilities of computers then. Therefore,
it was necessary to use buffer memory that intercepted digital image - of
course this memory was also constructed personally from electronic systems
of very small (for present requirements) integration scale.

However, having specific objective, which was the automation of process
of mineral resources enrichment in mining industry (vide [8]) and practically
unlimited (thanks to cooperation with KGHM company) financial resources,
because financing research concerning mining was the priority in the mid 70s,
we built the computer image processing system, called CESARO (Cyfrowy
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Fig. 1. Old methods of data input were not favourable to image processing
techniques

Fig. 2. The first CESARO vision system constructed at AGH University
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Fig. 3. The method of presenting a digital image using alphanumeric printer

Eksperymentalny System Analizy i Rozpoznawania Obrazów [Experimental
Digital System of Analysis and Image Recognition]- see Fig. 2).

It was the second in Poland, and one of the first in Europe system of
that type. CESARO was frequently described [9, 10] and became the basis of
various research in the field of computer image analysis [11, 12]. It is worth
emphasising, that during work on construction and software of the first Polish
vision systems we encountered many difficulties and problems, that modern
computer vision researchers do not even realise that they existed. Not only
the image input was very difficult but also it was very hard to see the image
once it was in a machine memory - for example, after performing an oper-
ation that was part of its processing and analysis. Nowadays it is hard to
imagine, but monitors and printers used at that time did not have the capa-
bility of displaying or printing images because they were purely alphanumeric.
We could manage with displaying an image by connecting (through digital-
analogue converter) typical studio monitor (used in broadcasting studio to
watch broadcasted program) to computer. Appropriate software was scanning
its memory that included image that we were interested in (for example, the
result of processing) and emitted signals that controlled work of converter
displaying image on screen. Of course, we had many problems concerning de-
tails (eg. synchronization computer with monitor) but we managed to solve
them.

The real difficulty occurred when it was necessary to get lasting copy of
processed or analysed digital image. As opposed to monitor, which electronic
construction was reasonably modification-friendly, printers contained many
indispensable mechanical elements and their production or modification at
AGH University was quite difficult. Precision engineering (or rather lack of
it...) is until present the limiting factor of our University capabilities in many
interesting research fields - e.g. microrobotics.
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Back to the image printing problem. It turned out that the only chance
to get "image-like" recording on paper is the technique of typing printing
characters on each other in such a way that the summary degree of blackening
reached desirable value. Fig. 3 depicts an exemplary printing obtained by this
method.

For people alarmed by the context of this exemplary image, I would like to
make clear that AGH staff WAS NOT engaged in processing such images but
there is no alphanumerically generated scientific image sample left. Fortu-
nately, I managed to find the example presented above of printing of another
(famous) image.

3 Previous Research Related to Computer Vision

CESARO was unique with regard to its range of application (e.g. it was used
to optimise copper ore flotation) and was the base of technological studies,
which were widely discussed among specialists related to mineral resources
processing [10, 13, 14]. After years of using (constantly developed) CESARO
system and designing new algorithms of computer vision and programming
them in a way that allowed high processing speed despite huge data set
which represents every image in information system, in 1982 we managed to
present the first extensive methodological study describing capabilities and
limitations of image techniques, which were fairly unknown novelty at that
time [15]. Well-known version of this study, published in scientific journal
Informatyka [16] was for many following years the inspiration for numerous
attempts to construct vision systems in various research centres in Poland (it
is confirmed by citations of mentioned article in other researchers’ studies).
The biggest advantage of CESARO system was the fact that despite highly
advanced technological level (of course in relation to science and technol-
ogy condition when it was created and developed) it was built entirely from
domestic components that were easy to obtain and relatively cheap. Mod-
ern researchers would probably find this criterion odd and absurd, because
nowadays we are trying to select components to build given research sta-
tion according to its quality (’only the best are good enough’) and not place
where they were made. Market became global. 80s were different, though.
It was very hard (and sometimes impossible) to get imported elements and
components and rates of exchange were so high that even the cheapest ele-
ments from Western Countries were much more expensive than their equiva-
lents produced in Eastern Bloc. Therefore, during presentations of CESARO
systems at various conferences we emphasised its construction based on do-
mestic components, because it was significant at that time [17]. Especially
the comparison of functionality and efficiency between our system and other
researchers’ systems gave rather encouraging results [18].

After constructing the CESARO system we did not confine ourselves to its
activation and using it for practical purposes. We also searched for method
that would allow higher image processing speed on the basis of fact that a
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packed image was located in computer memory in such a way that one cell
contained a few pixels (vide [9]). Again a short comment: at that time byte
structure was not the only one in use, as it is nowadays, but also memory cell
was used as a unit processed in one processor working cycle. This technique
of speeding up calculations may seem a bit exotic from present point of view
but it turned out to be surprisingly effective which allowed to increase effi-
ciency of processing without using multiprocessor architectures, which were
very expensive and hard to get. We also gained another advantages concern-
ing software by implementing new and original software architecture using
hierarchical relations between operations performed on image at various pre-
cision levels of description [20]. Nowadays, these ideas may become interesting
only as a curiosity but once it was very practicable and important way to
gain higher efficiency of processing, even when using very slow computers,
that were the only available ones at that time.

Vision system that we constructed encouraged us to research various fields
of its usage. Because works were performed mainly at AGH Department of
Automatic Control - the first field of applications was automatics [21] (e.g.
window glass drawing at glassworks [22]), and then attempts of applications in
robotics [23, 24, 25]. Later we studied applications in telecommunications [26]
and medicine [27] which became the main subject of studies at AGH for a
long time.

Fig. 4. Multiprocessor vision system CESARO2
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4 Multiprocessor Systems. CESARO2

Tasks entrusted to image processing systems, were becoming more and more
serious and thus 10 year old CESARO system, in spite of constant modifica-
tions and development, did not meet the requirements anymore - especially
temporal ones, related to using image technique in control systems and other
real time applications. Therefore, at the end of 80s, at AGH Department of
Automatic Control, we started constructing system CESARO2, whose dis-
tinctive feature was multiprocessing [28, 29]. New system was based mainly
on biocybernetic grounds and used theory and practice of neural-like systems
that had been developed at AGH for many years [30]. Thanks to populariza-
tion of the idea of building multiprocessor vision system for robotics [31] we
managed to get necessary resources and built multiprocessor vision system
CESARO2 (Fig. 4 depicts a version at AGH Museum of History of Science).
This system was used experimentally as a visual feedback for industrial robot
IRb6 (ASEA-PIAP), which became a base for a book "Vision systems in in-
dustrial robots" [32] which was the first easily accessible monograph that
described principles of computer image analysis, processing and recognition
along with their practical realization in a form of specialized electronic sys-
tems. A book "Image recognition" [33], published a year before, focused on
theoretical and algorithmical approach.

Wide possibilities of research on image processing and recognition, using
CESARO2 system, at the beginning of 90s called AGH researchers’ attention
to possibilities that were allowed by neural networks technique, which were
becoming more and more popular at that time. A study [34] which was the
first (as it seems) Polish review on possibilities at this field was published
then, and another study [35] proposed specific methodology of combining
computer image processing and analysis with method and techniques of neu-
ral networks. Developing this idea and procedure lead to at least dozen of
very interesting Ph. D theses across Poland because combination of image
processing technique and neural networks turned out to be highly useful
instrument in a surprisingly wide range of issues and problems caused by
practical needs [36, 37]. An example of fairly unexpected usage of combined
image and neural techniques may be a work [38] presenting the possibilities
of those techniques in food technology. Because of extensive confirmation of
practical usefulness, instrument, which was a combination of image and neu-
ral techniques, was a subject of extensive basic research conducted at AGH
from 1992 and crowned among other things with a publication [39].

Along with the application of CESARO2 system other works were also
performed, e.g. one of the first in Poland research on capabilities of using
computer image recognition to read printed texts and handwriting. Results of
these studies were the basis of scientific papers as well as popular studies [40,
41], which presented the capabilities of this (fairly unknown at that time)
technique to Polish IT specialists. The result of these studies was e.g. practical
solution that used optical reading technique for a fast input of handwriting
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student application forms into enrolment system at AGH, and also interesting
scientific results [42].

5 And Then There Was an Avalanche ...

The review of pioneer research and constructional studies concerning com-
puter image processing, carried out at AGH from 70s should be finished at
mid 90s. Not because there was not any further studies on this subject. On
the contrary, in 90s and at the beginning of 21st century many interesting
works concerning image processing and recognition were (and still are) pub-
lished at AGH. Highly advanced research on recognition and understanding
of medical images was started (professor Marek Ogiela). Interesting subject of
traffic video detectors used in automatic monitoring and traffic control was
taken up (professor Andrzej Adamski, Zbigniew Mikrut, Ph.D). There are
also studies that aim for realization of increasing amount of tasks assigned
for computer vision using specialised processors produced with FPGA tech-
nology (Marek Gorgoń, Ph.D). Many interesting problems related to using
image processing technique in industrial automatics were solved (Zbigniew
Bubliński, Ph.D and Piotr Pawlik, Ph.D). A reviews of those further studies
can be found in publications [43, 44, 45, 46] and in textbook that was created
on their basis [47].

However, despite intensive development of computer image analysis, recog-
nition and understanding at AGH, this field stopped to be distinguishing mark
for our university, because now almost everybody are engaged in such studies.
At AGH very interesting studies related to image processing are carried out
by professor Kazimierz Wiatr, professor Mariusz Ziółko, Przemysław Koro-
hoda, Ph.D, Bogusław Cyganek Ph.D (Electronics Department) and professor
Tomasz Zieliński (Department of Measurement and Instrumentation).

Researchers from other centres also work very hard and achieve interest-
ing results (e.g. professor Leszek Wojnar, Cracow University of Technology;
professor Konrad Wojciechowski, Silesian University of Technology; profes-
sor Marek Kurzyński, Wrocław University of Technology; professor Andrzej
Materka, Technical University of Łodz; professor Witold Malina, Gdańsk
University of Technology; professor Adam Dąbrowski, Poznań University of
Technology - and of course Warsaw research centre lead by professor Juliusz
Lech Kulikowski, senior in this field, with many young researchers, who bring
knowledge, talent and enthusiasm to these studies (e.g. professor Artur Prze-
laskowski, Warsaw University of Technology). Therefore, we do not have to
worry about the future of computer image analysis, processing and recog-
nition, because the most brilliant minds and the most powerful centres are
researching into it. Then from time to time, not too often, but for example
on the occasion of anniversary, it is worth reminding the past of this field -
which was the purpose of this article.
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Summary. In this paper, we are interested by the different sides of the visual
learning and the visual machine learning, as well as the development of the
"visual cognitive" evolution cycle. For this purpose, we present an expected
cognitive architecture framework to highlight all the visual learning function-
alities. Despite the fact that our investigations were based on the conception
of a cognitive processor as a high interpreter of object recognition tasks, we
strongly emphasize on a novel evolutionary pyramidal learning. Indeed, this
elaborated learning approach based on association rules enables to learn high-
est concepts induced from concepts of lower level in order to progressively
understand the highest semantic content of an input image.

1 Introduction

Visual learning is an attractive trend in object recognition investigation be-
cause it seems to be the only way to build vision systems with the ability
to understand a broad class of images. Indeed, visual learning is a complex
task that usually requires problem decomposition, big amount of data pro-
cessing, and eventually an expensive time consuming. In most approaches to
visual learning reported in the literature, learning is limited to parameter
optimization that usually concerns a particular processing step, such an im-
age segmentation, feature extraction, etc. Only, a few contribution attempt
to close the feedback of the learning process at the highest (i.e. recognition)
level [4, 12, 13, 14, 15, 16, 17, 19, 21].

Acknowledging the need for providing image analysis at semantic level,
research efforts set focus on the automatic extraction of image descriptions
matching human perceptions. The ultimate goal characterizing such efforts is
to bridge the so called semantic gap between low-level visual features that can
be automatically extracted from the visual content and the high-level con-
cepts capturing the conveyed meaning. In the followed cognitive architecture
we put emphasize on the fact that several levels of description are based on
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the widely held belief that computational vision cannot proceed in one single
step from signal-domain information to spatial and semantic understanding.

In this paper, we are interested by the different sides of the visual learning
and the visual machine learning, as well as the development of the "visual
cognitive" evolution cycle. For this purpose, we have focused our investiga-
tions on (i) a novel cognitive architecture able to outperform all visual tasks
in the domain of object recognition, and (ii) the approach to interpret from
object recognition the higher image understanding.

2 Visual Cognitive Framework VICAL

Though proven the layered VICAL conceptualization from input image to
its understanding, we propose a visual machine learning that implements:
a cognitive behavior for visual modality, and a visual learning for object
recognition. In below, we point out all fundamental features, structural and
behavioral, needed in the image preprocessing (features detection) and post-
processing (image understanding content-based).

2.1 Eye Processor

With respect to human sensorial organ, eye processor designs the input sen-
sory channel which filters visual problems with the ability of perceiving what
must be effectively done relating to the given problem. Moreover, in the elab-
orated visual architecture, eye processor represents the interface which con-
nects the environment surrounding the problem space to the target cognitive
behavior.

Its primary functions are limited to analyzing, processing, and interpreting
visual information using some elementary operators that refer to low-level
image processing. Thus, provided that visual information is somewhere in
the image, eye processor encapsulates more than one elementary processor
(blind detector processors) to in carry out the segmentation process in a
parallel way. This strategy enables an effective exploration without any priori
knowledge and reduces the segmentation time consuming.

(i) At coarse processing granularity, the planning schedule of eye processor
consists in the following activities:
• Selection of a visual problem from problems space.
• Decomposition of the "visual problem space" in more then one visual

constraint (object) in order to extract from each visual sub-space the
features vector.

(ii) At fine processing granularity, a blind detector processor elaborates a
contour detection, extracts relevant features, and then constitutes the
geometric model relative to the corresponding visual constraint. The blind
detector is therefore capable to:
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• Performs an arithmetic mental process (reasoning process) using a
buffer memory as a working memory to store, at each detecting step,
relevant information needed to encode the geometric model at the
next step.

• Returns the corresponding geometric model Gi as a symbolic vector of
the smallest object Oi having significance with human comprehension.

Fig. 1 clearly showns that there is no interaction between blind detectors
what explains the absence of a communication scheme. This is substantially
correct if we consider that detector processors perform independently blind
explorations with regard to the whole visual context. Relating to the fixed

Fig. 1. Cognitive visual memory architecture

aim, the description of the geometric is subjective, because our investiga-
tions are concentrated at the cognitive level in which the bridge between the
low-level processing and the high-level processing fills the semantic gap. A
geometric model can regarded as a vector of interest points of an object in
image processing.

2.2 Cognitive Processor

Cognitive processor is a vulgar imitation of the brain in solving problem
since logical, complex, and high functionalities such; deduction recognition
and understanding are borrowed from the brain functionalities. The cognitive
processor is the core of VICAL that lead to desired goal as a result of the
interaction occurring at different levels of organization and at different time
scales and involving not only the elementary elements (i.e. cognitive resource
memory, visual module) but also the behavioral properties emerging from the
interactions. Among these properties, we can cite:

• Adaptive behavior, where each input image requires its own resolution
scheme improved by the cognitive processor
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• Decentralized organization guided by the role of each component.
• Distributed processing with both communicative behavior and coopera-

tive behavior between concerned components (agents).

Cognitive resource memory

Memory is one of the primary domains examined by cognitive psychologists,
since encoding, storage, and retrieval of information constitute a significant
portion of our cognitive activity. In the context of computer vision, and based
on the fact that the memory is context-independent, we define the dominant
source of knowledge as a cognitive resource memory.

Definition 1 (Cognitive resource memory): The cognitive resource memory
is a resource repository of multiple connected memories areas whereas each
area is roughly expected for a cognitive modality (e.g. visual modality).

This definition explains that the cognitive resource memory is not presented
like a compact whole but in the form of resources network composed by sev-
eral semantic nodes, each node models one modality of the cognitive memory.
Indeed, the cognitive processor as a supervisor disposes of many sensorial
agents (captors) to proceed with the environment resources like images, and
speech. The acquisition of knowledge is done through cognitive channels un-
der a selective activation. The distribution of knowledge implies that multiple
recognition process could be undertaken in parallel and in a collaborative way.
Sine the role of each area memory is to enclose a priori knowledge and pos-
teriori conclusions the cognitive processor disposes of specialized cognitive
modules to reason about distinct cognitive activities.

In VICAL, we only refer to the visual modality as the effective behavior
without worrying about other interesting emergent behaviors. This means a
real interest only to basic components required by the visual application.

Visual memory

It is the more concerned area belonging in the cognitive resource memory. We
define the visual memory as the visual information repository activated by
its corresponding selective channel that points out one of the multi cognitive
modalities assigned to the cognitive processor. The basic elements stored and
retrieved from visual memory are concepts.

Definition 2 (Concept): A concept is a symbolic formalization of concrete
information in the image possessing semantic content. A concept can be either
elementary like: eye, nose, arm, square, etc. or composed like: face, human,
cat, house, etc. So, all knowledge acquired through eye processor enriches both
visual memory, because of the direct connection established between the two
reliable components, and others memory areas in case where the needed in-
formation can be useful in the search process. Thus, two meaningful searching
strategies are viewed:
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• Intra search memory. Retrieval process of concepts consists in local inter-
actions between some knowledge domains representing features (concepts)
according to appropriate representation formalism.

• Extra search memory. Retrieval process of concepts consists in consulting
one or more sensorial memories to locate the appropriate database rep-
resenting the claimed concepts. This operation needs to create semantic
interactions as communication between different cognitive resources.

Visual Module

Before considering objectives and components of the visual module, let us
briefly see again the claimed goal: from an input image, recognize all the
salient objects in order to establish the concepts mapping involved to accu-
rately provide the high meaning to the content-image. At first sight this seems
easy to accomplish but actually it is much deeper than that appear. For this
reason, we propose to capture the meaning of the image toward a novel
learning approach named pyramidal learning. The understanding philosophy
behind pyramidal learning is to point out the top of the pyramid in order
to achieve not only the highest concept assigned to the image but also the
semantic content able to furthermore indexing this image.

Fig. 2. Evolutionary pyramidal learning cycle

The following algorithm presents broadly the main activities elaborated
by the visual module.

1. Select initially formal concepts of rank k(k = 0)
2. Locate the appropriate database (used for learning concepts) according

to the similarity measure between the given concepts and the keywords
used for indexing this database.
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3. In the case where such matching is possible, thus apply the evolutionary
procedure to learn high concepts and go to step 4. Otherwise, the final
formal concepts are proposed as the semantic content of the proceeded
image.

4. Replace the formal concepts of rank k by the new learned concepts of
rank k + 1.

5. Compute distances between new concepts.
6. Compare these distances with the empirical threshold to ensure the fusion

of some concepts and constitute the new sets of concepts.
7. Go to step 2.

Fig. 2 explains in more detail the pyramid of learning. The basis of the pyra-
mid defines the first learning level with concepts of rank ’0’ These concepts
(provided by the eye processor) are obtained after decoding geometric models
of objects such: {G1, G2, . . . , Gn} → {C0

1 , C
0
2 . . . , C

0
n}. After a learning step,

the concepts of superior rank (k = 1) are retrieved and construct the next
bricks of the pyramid. This process is reiterated until the top of the pyramid
is achieved by given the highest concept attributed to the image.

The above description concerns only the behavioral aspect of the visual
module, remains now to describe its organizational aspect. Thus, Fig. 3 out-
lines the eventual multi-agent description where agents shared the same visual
memory. The main activities clustered under two distinct sub-goals give more
details on the specialization of the agents and their thoughtful occurrence in
the cognitive processor to tackle visual recognition problems.

Fig. 3. Diagram of interactions between agents for solving visual problem

3 Structural Abstraction of VICAL

This section discusses the adequate organizational structure of VICAL. Effec-
tively, based upon the fact that the recognition process is strongly influenced
by two cognitive properties: evolutionary concept learning and restructuring,
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the suitable organization is therefore a role-guided structure. A comprehen-
sible solution that makes this possible is to settle on a multi-agent organi-
zation. This choice is not trivial since raise a distributed processing guided
by two distinguish roles. For more comprehension, we propose the followings
definitions.

Definition 3 (Agent): An agent is a cognitive entity active by its determin-
istic role modeled by the cognitive property.

Definition 4 (Role): A role is a cognitive property that encloses some related
activities.

In agreement with all considerations, an organizational structure with two
agents was being approved. The cooperation between the operational agent
and the evolutionary agent through the communication of concepts enables
the good progression of the iterative pyramidal learning. Thus, at each macro1

evolution, the operational agent intend to select the target database with the
predicting concepts in order to facilitate the work of the evolutionary agent,
which needs the training examples to extract the relevant set of rules required
to predict the target higher concept.

3.1 Operational Agent

Although decoding salient objects represents initial performed task, the op-
erational agent pays more attention at restructuring, at each time, available
data (all Ck+1

i ) provided by the evolutionary agent. Thus, operational agent
accentuates its interest on the geometric aspect of a concept rather than its
semantic aspect. Thus, it manipulates objects regarded as vectors of integer
coordinates, and carries out its restructuring according to the position of
objects in the image.

Broadly, the cognitive activity of restructuring encloses two complemen-
tary tasks: reduction and clustering. The reduction task is the setting in cor-
respondence of the nearest objects which enables the reduction of the visual
space. Thus, instead of considering detected objects as spatially independent,
clustering task aims at regrouping objects in clusters according to a vicinity
relation. Such relation is considered as the inclusion (only at beginning) and
becomes a relation of nearness throughout the recognition process.

Reduction task

The reduction principle is to put away the nearest objects those which are
either dependent from the global context or those which belong to a local
context. The reduction task enables to reduce the visual space as well as
the understanding limited to a local context. Thus, we define a local context
1 A macro generation comes after learning a concept, and then takes several micro

generations needed for one evolutionary learning.
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as a reduced area which provides a sense to a cluster of objects. Formally,
the reduction task consists at covering nearest objects by the construction
of a binary matrix M(n × n) were n represents the number of all available
objects at this learning phase. The rows and columns of the matrix are then
the objects Oi(i = 1 . . . n) surrounded by their shapes boundaries such that
Oi = {(Rowmin, Rowmax), (Colmin, Colmax)}, and the elements are either
’0’, in the case where no correspondence exists between two objects, or ’1’
otherwise. The aimed correspondence consists at finding a logical relation
between two objects of the form inclusion or neighborhood relation.

• Inclusion

Let us assume that the number of salient objects detected in the image
(before we lunch the learning algorithm) is m and the set of objects is
O = {o1, o2, . . . , om}. The operational agent tries then to fill in the matrix
Maccording to the following properties:

• R is Reflexive
{
Oi ⊆ Oj Then {(i = j) ∧M(i, j) = 1}
Oi � Oj Then (i �= j)

• R is Asymmetric
{
Oi ⊂ Oj
Oi ∈ Oj

• R is Transitive
{

(Oi � Oj) ∧ (Oj ⊂ Ok)
(Oi ⊂ Ok)

As is depicted in Fig. 4, the correspondence between the image and its relative
matrix provides the creation of three clusters.

Fig. 4. Cognitive visual memory architecture

• Neighborhood

Let is the number of reduced objects detected in the image (after at least one
learning phase) is p and the set of objects is O =

{
ok1 , o

k
2 , . . . , o

k
p

}
. The index

k indicates that the objects are extracted after kth learning phase.
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The operational agent tries then to fill in the matrix Maccording to the
measure of the distance between pairs of objects, where in general this dis-
tance has the following properties:

d(Oki , O
k
j ) = 0

d(Oki , O
k
j ) = d(Oki , O

k
j )

Since the objects represent edges or contours we then assume that the ap-
propriate distance is the Hausdorff distance which computes the maximum
distance of a set to the nearest point in the other set [10]. More formally,
Hausdorff distance between two edge points sets Oi and Oj is the maximum
function (Equation 1), defined as:

H
(
Oki , O

k
j

)
= max

a∈Ok
i

{
min
b∈Ok

j

{d(a, b)}
}

(1)

Thus, the operational agent assigns to the matrix elements different values
according to Equation 2 as follows:

M(i, j) =
{

1 If H(Oki , O
k
j ) ≤ ω

0 If H(Oki , O
k
j ) > ω

(2)

The parameter ω is a fixed threshold. Once Mconstructed by filling in its
elements, we can then pass to the next step of clustering.

Clustering task

The clustering principle consists at regrouping in a cluster all the nearest
objects. This step strongly depends on the reduction step and effectively en-
ables the extraction of all clusters available at this pyramidal learning phase.
The clustering task is then lunched after the construction of M . According
to a column k, the existence at least of an element with value 1 at a row l
yields the construction of a new cluster j. For this same column k, if there
exits more than elements with values 1, then all other objects representing
the rows are included in the this same cluster j (Equation 3). In the case,
where all the elements of a column are set to zero this implies that the object
of this column is already contained in a previous cluster.

If M(k, l) = 1 Then {Ok ∈ Sj ∧Ol ∈ Sj} (3)

When all matrix columns were visited, therefore the optimal number of clus-
ters is determined. The following algorithm enables the formation of clusters:

The result provided from this task is the number of clusters constructed
as well as the covered objects contained in each cluster. It is important to
claim that each cluster Sj possesses a reference object Srefj which represents
the identifier of both the cluster and this local context. The reference object
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Algorithm 1. Clustering Algorithm.
// In [M :matrix (n× n)]
begin
j ← 0; k ←; // k is the column index
while k ≤ n do

if ((k > 1) and Ok ∈ {Se/r = 1, . . . , j − 1}) then
k ← k + 1

else
j ← j + 1; Sj =Ø;
for each row l to n do

if M(k, l) = 1 then
Sj = Sj ∪Ol;
if (k = l) then

Sref
j = {Ol};

end if
end if

end for
end if

end while
// Out [S: set]
end.

is useful to compute the different distances between different clusters (local
contexts). In the case of inclusion relation, Srefj is only one object that which
matches to the encompassing object. In the case of a neighborhood relation,
the reference object will be the union of all objects present in the current
cluster.

3.2 Evolutionary Associator Agent

The main characteristic of learning-based approaches is their ability to adjust
their internal structure according to input and respective desired output data
pairs in order to approximate the relations (rules) implicit in the provided
training data, thus elegantly simulating a reasoning process. Consequently,
the use of some approaches like classification rules or even association rules
provides a powerful method for discovering complex and hidden relationships
for a variety of applications domains.

Association rules

Association rules are used at a high interpretation and representation gran-
ularity to emerge strongly associated objects in order to get a more compact
representation of the data. We define association rules [2] according to the
context of perceptual objects. Let O = {c1, c2, . . . , cn} be a set of objects
concepts, and D be a database (a set of formal concepts hierarchies), where
each formal concept hierarchy h is a set of objects such that h ⊆ O. We say
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that a formal object hierarchy h contains X , a set of objects in O, if X ⊂ h.
An association rule is an implication of the form X ⇒ Y,X ⊂ O, Y ⊂ O, and
X ∩ Y =Ø.

Many important algorithms were be used to discover association rules
[3, 18]. This formulation yields a thought of two basic aspects for data
representation:

• How to discover the appropriate association rules from a set of concepts
X detecting some relationship between the predicting concepts and the
goal conceptY . Actually, with regarded to all consideration cited above,
the problem is tackled by considering it as a concept learning problem.
In this case, each association rule is subjected to learn one high formal
concept.

• If we consider the vector space whose dimensions are the concepts ob-
jects, concept hierarchy can be represented as object vectors with binary
coordinates denoting the occurrence of objects in the hierarchy.

Visual evolutionary-based learning

Representing concepts as sets of rules has long been popular in machine learn-
ing, because, among other properties, rules are easy to represent and humans
can interpret them easily. In evolutionary algorithms there are two main ways
to represent rule sets. In the "Michigan" approach exemplified by Holland.
classifier [9], and the "Pittsburgh" approach exemplified by Smith LS-1 sys-
tem [5, 20]. Systems using the Michigan approach maintain a population of
individual rules that compete with each other for space and priority in the
population. This approach is simpler and syntactically shorter. This tends to
reduce the time taken to compute the fitness function and to simplify the de-
sign of the genetic operators. A number of systems based on concept learning
with Michigan approach have been proposed COGIN [6] and REGAL [7].

In contrast, systems using Pittsburgh approach maintain a population of
variablelength rule sets that compete with each other with respect to perfor-
mance on the domain task. This approach takes into account rule interaction
when computing the fitness function of an individual. Consequently, some
systems based on concept learning with Pittsburgh approach have been pro-
posed like GABIL [5] GIL [11] and DOGMA [8].

Individual (rule) representation
In our studies, we adopt the Michigan approach to encode a rule. Thus, an
individual in its general form is a set of items of attributei ∈ [li, ui], where
attributei is the ith numeric attribute in the rule template from the left to
the right. Fig. 5 outlines a general example:

This rule specification could induce to some problems in recombination
process. Indeed, if two individuals have different representations the crossover
applied to them will generate invalid offspring. Hence, to avoid to have invalid
offspring due to the absence of some attributes in a rule, and in order to
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Fig. 5. Hybrid encoding of individual

use the usual crossover without specific modifications, each attribute in the
individual has the same position (rank) that it occur in the dataset (in the
database).

Evolutionary learning process
With respect to the used dataset where all attributes are nominal, the ab-
sence of an attribute in the dataset is refereed to a gene with ’0’ value. The
evolutionary learning process is performed by the function EvoAlg as shown
in Fig. 6. Thus, EvoAlg has a set of examples as its input parameter. It
returns a rule that is the best individual of the last generation. The initial
population P is built randomly by the function InitializePopulation. Some
examples are randomly selected and individuals that cover such examples
are generated. After initializing the population, the for-loop repeats the evo-
lutionary process max-generations. At each iteration, the individuals of the
population are evaluated according to defined fitness function, thus each indi-
vidual acquires goodness. The best individual of each generation is replicated
(Replicate) to be included in the next generation. Later, a set of individuals
are selected through the roulette wheel method and replicated. Finally, an-
other set of individuals are recombined and the offspring are included in the
next generation.

Fig. 6. Pseudocode of evolutionary learning rules
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Equation 3 gives the fitness function f(τ) used during the evaluation pro-
cess. The greater the value, the better the individual is.

f(τ) = N − CE(τ) +G(τ) + coverage(τ) (4)

Where τ is an individual, N is the number of examples being proceeded;
CE is the concept error, i.e. the number of examples belonging to the region
defined by the rule τ , which they do not have the same concept (class); G(τ)
is the number of examples correctly "classified" by τ , and coverage(τ) gives
the size proportion correctly "classified". For more detail about the influence
of coverage(τ) on fitness see [1].

4 Experimental Results

To test our image theory we created synthetic images as a starting point in
showing the feasibility of concept learning as a technique to understanding
content image. The images database contains combinations of plane geometric
shapes, where each shapes belongs to the set S = { triangle, circle, rectangle,
hexagon, ellipse }. The number of images in the database generated for the
test phase corresponds to 30 images, where each image is identified by a label.
As depicted in Figure 7, the majority of images have only one understanding
level. This constraint is necessary because of the prediction of concepts. But to
be able to validate at least two learning levels, we have drawn four images (20,
24, 27, 30) which represent semantic objects, constructed from S (primitives
concepts), and correspond respectively to face, bicycle, chair, and cat. The
association rules shown to the environment have the form:

Fig. 7. Geometric shapes and association rules as selected training examples
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{(AT 11, AT 2), (AT 12, AT 2), . . . , (AT 1k, AT 2), } ⇒ {AT 1k+1}

In concordance with the chosen images, we define the new application context:

Domain

{
AT 1i ∈ {triangle, circle, rectangle, hexagon, ellipse}
AT 2 ∈ [1, 10]

Example of coding rule. Rule : If AT 11 ∈ {rectangle} and AT 2 ∈ [1, 5] Then
chair

Each image in the database stores both the low-level features (first descrip-
tor) and the high-level concept attributes (second descriptor). In fact, at this
postprocessing level, we are only interested by the second descriptor. Thus,
the first rule {(5, 1)} ⇒ {1} tells us that if there is a hexagon there is trian-
gle. This result is validated according to a high fitness attributed to this rule.
Other rules indicate the same reasoning such that the rule {(1, 1)} ⇒ {3}
where if there is a triangle there is a square. Also, the rule {(4, 1)} ⇒ {2}
illustrates that if there is a rectangle there is necessary a circle. Furthermore,
to show the ability of the system to learn more complex objects not com-
posed only by primitive concepts, we have introduced four specialized rules.
Each rule yields to each corresponding concept (face:7, bicycle:8, chair:9, and
cat:10).

R1 : {(6, 4), (4, 1)} ⇒ {7}; R2 : {(4, 5), (1, 1), (2, 2)} ⇒ {8}
R3 : {(4, 4)} ⇒ {9}; R4 : {(4, 3), (1, 3), (6, 1)} ⇒ {10}

In the current studies, the number of occurrence of each object must appear
in order to avoid the redundancy of the same objects. identifiers as conditions
in the left side of a rule. We have deliberately omitted to reserve a field of
distance in the object representation since the coverage of objects in a cluster
is a task performed before learning rules. Then, we suppose that all nearest
objects could as a whole specify a new concept. Obviously, we want to stress
that our synthetic images are not as complex as images from the real world.
But as a first attempt to mine association rules with evolutionary learning
in image processing seems a good trend to improve the emergent behaviour
from the cognitive architecture.

5 Conclusion

We present in this paper a cognitive architecture inspired from human charac-
teristics to deal with the visual cognitive modality. The system includes many
reasoning paradigms such as image processing, inductive learning, evolution-
ary computing and image mining. Our efforts were based on the conceptual-
ization of the cognitive framework for detecting and understanding objects in
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several contexts. Obviously, the system relies on knowledge discovering using
association rules from databases. Results obtained so far look promising but
we need to improve several aspects in our research efforts. We can currently
working on the some evident tasks like image mining, and image retrieval to
outperform the semantic content-based image. These visual tasks will help
in the automation of such behaviours. Also, we should give more attention
to other kind of attributes (discrete and continuous) and how to determine
the optimal representation and even the appropriate genetic operators. In
the future, we look to improve the cognitive aspect of the architecture by
introducing more than one cognitive modality, and to find the optimal way
to connect the aimed specialized components to this general cognitive frame-
work. Regarded to the fixed objective, it results therefore a good opportunity
to develop both intelligent and autonomous system in the domain of pattern
recognition.
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elements are coded by brighter map regions. GPU implementation makes
execution of this procedure fast enough to be run in real time. Despite the
use of GPU the developed “lter is quite universal. It can process images in
NVIDIA GPUs series 8000 and higher.

5 Conclusions

DirectShow software technology was used to implement computer stereo vi-
sion system. Stereo cameras were represented as DS source “lters connected
to the “lter for image distortion correction and disparity estimation. Other
“lter prototypes were designed for further scene analysis procedures. A useful
system for scene depth estimation wasbuild and tested. The main problems
that were solved while implementing DS multimedia framework were: syn-
chronization of video data obtained from two cameras, de“nition of the origi-
nal object describing data format to be transferred between modules and the
implementation of advanced image processing “lter in GPU platform. It was
shown that advanced image processing tasks can be mapped onto DirectShow
technology that o�ers more e�cient software development and testing in a
group of cooperating programmers.
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