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Introduction

Literature about Intrusion Detection Systems (IDS), shows their tasks have been studied

enough and are clearly defined to monitor and analyze events, looking for evidence that

indicate the presence of intruders[12]. When the purpose is to implement an IDS in a Mobile

Ad hoc Network (MANET), the first things that are advertised are the lack of a defense line

and physical borders and the limited resources of the devices. So one important question is:

where can an IDS processing node be located in a MANET?.

IDS are expensive in terms of processes, and the independent implementation on a

MANET device implies the consumption of an important amount of resources and does

not allow global analysis[8]. For this reason the distributed IDS architectures for MANET

was proposed. A lot of work has been done about distributed IDS architectures for MANETs,

an some go deeper in the analysis of the network in order to identify the nodes that are crit-

ical for keeping the network connected[46]. Others suggest practical monitoring procedures

that grant host and network events analysis [60]. The strategies of distributed IDS usually

consist in distributing IDS’s sensors, agents or processes through the network, the events are

analyzed locally and then sent to a node (or group of distributed nodes) to be correlated to

infer the security status of the entire network [8, 53].

In [60], the authors proposed a monitoring procedure where some nodes take their local

traces and send them to a global observer. The global observer must correlate the events in

a synchronous way. They do not suggest a location for the sensor nor the global observer.

In this work, we propose a strategic location for a distributed IDS of this class, stating the

location of both of them, the local sensors (independent IDS, agents or IDS processes) and

the global observer.

Due to the dynamic of the network and free movement of nodes, MANETs are a special

case for security, and location of IDS sensors and processes must be carefully studied to

guarantee the complete or almost complete coverage of the network. Our strategy consist

in locate the process for the correlation of events in a region of the network that minimize

the number of hops of the messages that are sent from the sensors, and to maximize the

stability of the IDS through the spread of the sensors in the network in a way that allows

good coverage and analysis of the events.



Chapter 1

Mobile Ad Hoc Networks

A Mobile Ad Hoc Network (MANET) is a network composed by two or more mobile nodes
that communicate through wireless links. These kind of networks have becoming an impor-
tant research field in the last years[4, 87] due to the large number of applications and easy
deployment due to the lack of a fixed infrastructure.

Research in mobile ad hoc networks is quite wide, going from the physical layer to the
application layer[105]. Big challenges are imposed not only by the few resources present in a
mobile node but also by the dynamic of the topology and the open communication medium.

This chapter shows important concepts of MANETs, in order to get a better understand-
ing of the base of this research.

1.1 Mobile Ad Hoc Networks Features

According to literature[8, 10, 57, 89], a MANET is a self-organized network composed by
a set of autonomous wireless mobile nodes that do not depend on a fixed infrastructure or
central administration to be able to communicate. This independence is one of the most
important and challenging characteristic of the mobile ad hoc networks, implying that the
network can be rapidly deployed with low cost[9, 65, 110], and all process in the network
must work in a decentralized way including the administration[89].

The decentralized operation means that the processes executed in the network require the
cooperation of nodes. As a consequence, the network has low probability to collapse even if
a node or multiple nodes are lost, turned off or move away, thus lacking of a unique point of
failure, and characterizing this network like a fault tolerant network.

Each node or device has a transmitter and a receiver to establish wireless links and
communicate directly with other nodes in range, but if the destination node is outside the
coverage it will require the use of intermediate nodes to send messages, procedure known
as multi-hop routing. Thus a node should act as a source, destination and intermediate
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router[9, 53]. This is why MANETs are sometimes known as “multi-hop wireless ad hoc
networks”[57].

In MANETs nodes have the ability to move freely. Therefore they can be characterized by
its dynamic topology with unpredictable route changes and frequent network partitions[57].
Additionally, in most cases, nodes are required to have a light weight and be portable, so
resources like storage, memory, energy and processing capacity are very limited[10, 89].

The transmission medium in a mobile ad hoc network is as shared as open[57], so signals
are susceptible to interfere with other signals that travel through the air. Due to this reason
and the network dynamics, the probability collision and loss of packets is increased and the
bandwidth of the wireless links is decreased[33].

Usually all the nodes of a mobile ad hoc network are equal[33], and have the same capabili-
ties and responsibilities. However, a MANET can include a mixture of mobile communication
devices like personal digital assistants, embedded processors in special purpose devices, mo-
bile phones, laptop computers, tablet computers, etc.[64, 84]. Thus, each node may have
different capabilities, due to the diverse types and number of interfaces to transmit and re-
ceive that it could have, resulting in asymmetric links and different bandwidths among the
network[57, 65, 89].

These network and node characteristics, and the wireless traditional problems, impose
certain challenges to the developments in this field.

1.2 Applications

The mobility of nodes, self-configuration and independence from a fixed infrastructure, con-
verts MANETs into a scalable and good solution to be used for unexpected events, which
require rapid network establishment and where is no possible to install all the traditional
infrastructure.

Nowadays, almost each person has a personal device with some or several wireless tech-
nologies[75]. When several people are in a limited region, is more logical to communicate
directly using the wireless devices than using an infrastructure based network. This is the
key of MANETs: to allow people to communicate using their devices without using a remote
and maybe expensive infrastructure.

Although mobile ad hoc networks were developed with military objectives, these networks
currently have a wide scope of applications. Examples of applications include monitoring real
time data using sensor networks, supporting law enforcement or police operations in special
events, supporting rescue missions during natural disasters, transmitting road conditions and
weather information using vehicular networks, enhancement of the communication during
classes and conferences, responding to interaction rise in multiuser applications and accessing
location aware services, among other applications[33, 57].
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1.3 Architecture of Mobile Ad Hoc Networks

The protocol stack of a network is the group of protocols that defines the rules for the
interaction among the systems that form the network. Network architecture is the set of
layers that defines both the protocols and physical systems that allow the communication
among different systems. TCP/IP is the architecture that has been the base for Internet.
This architecture has shown that it is simple and presents high protocol scalability[47] due
to the nature of the functions defined in each layer. Despite of the good performance of this
architecture in wired networks, it is not good for wireless networks nor for MANETs, where
the environment conditions and the own features must be appropriately managed.

In a TCP path, according to the IEEE 802.11 standard, the MAC protocol reports a
link failure to the routing protocol after a transmission and three retransmissions of a packet
have failed, but it can be a false link failure, because in mobile ad hoc networks transmission
failures may result from collisions, route failures, congestion and mobility[28, 40, 48, 110]. The
TCP poor performance[48], can be improve using a cross layer approach. Some proposals, for
example, suggest a direct communication between the physical layer and the network layer,
where a true link failure is reported when a neighbor is out of range[48].

Next section explains the single layer architecture in MANETs and then is presented a
brief exploration of cross layer architecture .

1.3.1 Single Layer Architecture

In MANETs, the layer’s functions of the single layer architecture of the Internet model
(TCP/IP model) are maintained, but adapted to the MANETs environment conditions. In
this section, the functions of the architecture layers are specified using the OSI reference
model.

Application Layer

The application layer is responsible to provide the user with network access, through the
protocols and applications, to send and receive data[71, 85]. In MANETs there can be
situations where certain nodes can provide access to specific services. In such cases and due
to nodes mobility, services will not be always available. Thus the application layer must
provide the user with information about the currently available services[71, 75].

Presentation Layer

The presentation layer is related with the data representation, syntax and semantics. The
code formatting used in this layer depends on the defined structure that comes with the data,
thus the data can be reorganized making it readable by the end application. Compression,
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decompression, encryption and decryption, are processes accomplished in this layer, allowing
the reduction of transmitted data and increasing the security, respectively[71, 85]. Presen-
tation Layer is very important in MANETs to ensure security objectives, like privacy and
authentication[49].

Session Layer

The session and data exchange control is the main function of the session layer. This layer
offers services to start and finish conversations, and others like defining the next turn to
transmit data[71]. In MANETs this layer is responsible for managing sessions, and has to
take into account node mobility and resource allocation for applications.

Transport Layer

The transport layer is responsible for ensuring data integrity. To achieve this, the transport
layer offers a group of services in charge of: ordering packets, multiplexing, segmenting,
error detection, error recovery and flow control[71]. These services depend on the kind of
transport protocol used, which can be connection or connectionless oriented. TCP is the
transport layer protocol more reliable in wired networks and was created under assumptions
of low bit error rates and low latency[90], but in MANETs the open medium increase the
occurrence of retransmissions due to collisions and congestion, and the movement of nodes
causes out of order delivery and large delays. That is the main reason for researches to
propose and use an adapted TCP approach[56]. Some others state that TCP is definitely no
well suited for MANETs and prefer to use UDP[90], but UDP is a non reliable connectionless
protocol. Because of this, when data reliability is a requirement and UDP is used as the
transport protocol, in the application layer a reliable transport is implemented[90].

Although the changes that have been made in some traditional protocols, MANETs are
fully compatible with the UDP and TCP transport protocols, because the TCP/IP protocol
stack is also used in MANETs[32].

Network Layer

Protocols in this layer, define how packets travel through the network from source to desti-
nation, depending on the cost. It might be a function of delay, number of hops, cost, or a
mixture of them giving each one a weight according to the desired objective[1]. This layer
uses addressing to identify host and routes[81], and to support routing assessments.

Routing in Mobile Ad Hoc Networks

MANETs features introduce complexity to the routing processes, because they imply that
the network topology changes rapidly[57], so a route may be lost in few seconds.
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In MANETs the routing has been a widely studied field, and the amount of proposed
protocols is large. Routing protocols in MANETs can be classified using their behavior as a
criterion[35]. The behavior makes reference to the criterion that are used by nodes to route a
packet. Due to the large quantity of routing algorithms and the objective of this thesis, it is
not a pretension to give a specific description of each routing protocol but to give elements to
differentiate the strategy used by the most known protocols. Some researchers have proposed
taxonomies[35, 51], but here instead of explaining taxonomies, the main criterion used to
classify them are clearly stayed.

Type of cast

The type of cast used to forward a packet, is determined by the destination address[2].

• Unicast routing protocols The sent packets, are generated in one station and re-
ceived by other station[2].

• Multicast routing protocols Packets are sent to a group of nodes, identified by a
common address[2].

• Geocast routing protocols That protocols can be seen as a part of multicast proto-
cols. The difference is that the destination group is located at a specific geographical
area[51] compared with multicast protocols where the nodes of a multicast group can be
distributed through the network. In geocast traffic is directed to a specific geographical
area, i.e. GeoTORA[50].

• Broadcast routing protocols Delivered packets are directed to all nodes that com-
posed the network[2].

• Anycast routing protocols A packet is intended to be delivered to one of the nearest
groups of hosts. There is a group of hosts who share a common anycast address. When
a package is sent to the anycast address, a route must be found to anyone of then[69].

Main works on routing protocols for MANETs establish a different taxonomy for unicast
and multicast routing[51, 54]. However the same criterions to classify unicast protocols can
be used to classify multicast protocols[54] and other type of cast protocols. In this work, a
special emphasis is done when the classification criterion is only for multicast protocols.

Time to update or discover routes

Traditionally, routing protocols for MANETs has been classified based on the time when
the protocols react to route invalidation[24, 32], thus protocols can be reactive, proactive, or
hybrid:

Proactive routing protocols try to maintain a full knowledge of the entire network at all
time[10, 86]. For this purpose, the routing protocol is always aware of the changes hap-
pening inside its neighborhood. In such case, the routing table is updated and the changes
are reported to the entire network[65, 71]. Since mobility in MANETs is unpredictable and
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frequent, there are large quantities of updates in the network. Therefore, when the MANET
environment presents high mobility rate or the network is large enough 1, this kind of proto-
cols are no well suited due to the amount of traffic flowing through the network[71, 33, 10]
and the short amount of time that routes persist before being expired[65]. The main advan-
tage of proactive protocols is that delays related to route discovery are low[65] since routing
information is always updated. Proactive protocols are also known as table driven in the
literature[10, 33]. Some proactive routing protocols are: DSDV, OLSR, OSPF - MANET,
WRP, DSDV, FSR, AMRoute and AMRIS[24, 54].

Opposite to proactive routing protocols, reactive routing protocols only have information
about the routes that are currently in used. So when a packet is to be send, the source
request for a route to reach the destination, and the routing protocol proceeds to inquire
the network by the route to use to deliver the packet[65, 86]. Thus, these types of protocols
are also known as on-demand protocols or source initiated protocols because the routes are
only discovered when they are asked by a source[10, 33, 71, 86]. The traffic routes can be
discovered per-session or per-packet, being more mobility aware the per-packet basis, but
implying that the amount of traffic will be higher[71]. Since reactive protocols do not need
to be updating the routing information each time there is a change in the topology network,
there will not be a constant traffic overhead[33] but the delay can be large[65]. AODV, DSR,
ODMRP and MAODV are examples of reactive routing protocols[10, 24, 54].

One can no state which is better between proactive and reactive routing protocols, because
what is an advantage in one of them is a disadvantage in the other one. For instance, proactive
protocols do not suffer of high latencies, and have a global knowledge of the network topology,
but the traffic overhead is high despite the routes are used or not. On the other hand, in
reactive protocols the known paths are used and the traffic overhead is low, but exhibit
significant latencies and the network topology is never known[57]. Consequently a type of
protocol named hybrid routing protocols has been proposed. Hybrid protocols combine the
best features of both proactive and reactive protocols. DST, ZRP, ZHLS, HARP and DST
are some of the hybrid routing protocols mentioned in the literature[71, 54].

Network structure

If the network structure is taken into account to classify the routing protocols, then the
function or role of each node must be inspected. Under this criterion, two classes of protocols
exist: uniform and non-uniform routing protocols[54].

• Uniform routing protocols

In that kind of protocols, nodes are homogeneous in their functionality on the routing
processes[51]. WRP, DSR, AODV, DSDV can be classified in this category[54].

• Non-uniform routing protocols

1Small: 2-30 MANET peers, moderate: 30-100 MANET peers, large: 100-1000 MANET peers, very large:
larger than 1000 MANET peers[23]
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Protocols corresponding to this classification selects some nodes or group of nodes to
realize special functions in the routing processes[54] in other to improve the routing.
These protocols are normally used in large networks, due to the high collision rate and
the scarce bandwidth these networks present. According to the characteristics of the
groups formed, this class of protocols can be divided into zone based, cluster based and
core based protocols.

Zone based hierarchical protocols, are those which organization is based on forming
groups of nodes called zones[54] in order to limit the consequences of nodes movement
to a reduce scope avoiding a global topology reorganization[35]. Usually, each zone has
a gateway to realize the communication among nodes of different zones. The intra-zone
communication is a local process that does not affect the entire network. ARP, ZHLS
are zone based hierarchical protocols[54].

Other protocols, implement the routing by grouping nodes to improve behavior of the
network[108], but also select a node to be the leader of the group and responsible for
the management of the group members[54]. Such management functions include saving
energy, control the membership to reduce the overhead in a group or to form groups
with similar movement patterns, among others[108]. The cluster head is also in charge
of the routing of all the packets in the cluster, implying a unique point of failure.
These types of protocols are known as cluster based hierarchical routing protocols and
examples of them are CGSR and HSR[54].

The Core based multicast protocols use structures that are composed of nodes that have
special functions in the network. Some functions may be multicast data distribution and
membership management. Here the CTB and AMRIS protocols can be mentioned[54].

It’s important to have into account that in zone based and cluster based protocols
node groups that are geographically close. Core based protocols select nodes that
may be distributed all over the network but are critical to accomplish the complete
network functions. Special functions are delegated to those nodes, and they compose
the backbone of the network. CEDAR is a core based protocol[108].

Communication model

A routing protocol can use a single channel to transmit data packets and control packets,
other are designed to transmit data packets in a different channel from the control packets
channel. Thus, protocols can be classified as single channel or multiple channel routing

protocols.

Network metrics

Routing protocols choose paths using a metric or construct a cost function using a mixture
of metrics[57] depending on the objectives concerned with the network. The most used
metrics and some of the protocols that use them are listed below:

• Hop number: number of hops or nodes that a packet must travel through before reach
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the destination[54]. This metric is used in protocols such us AODV, DSR, OLSR among
others[109].

• Link stability: the strength of the signals indicates how stable a link is. ABR, SSR and
CEDAR use the link stability criteria[54].

• Link capacity: relative to link bandwidth and packet loss rate.[51, 54].CEDAR uses the
link capacity as metric[54].

• Link utilization[51] and congestion. For example MOSPF protocol[54].

• Delay[54]: the main use of this metric is in the protocols that offers the enhancement
of QoS for the traffic in the MANETs, such as AODV, DSR and OLSR[109].

• Energy: protocols that use this metric look for the minimization of the energy con-
sumption. For example, the MPR protocol[51].

Network state information

The type of information saved in the routing tables, is also a criterion for classification[51].
According to this criterion, the following types of protocols are listed:

• Topology based protocols: Nodes route packets through the network based on the
network topology information[54]. For instance, DSR that is a topology based routing
algorithm, includes in the packet the complete route information from the source to
the destination[54], thanks to the full network topology knowledge.

• Destination based protocols: these protocols, do not have complete network topol-
ogy information, their routing tables have information about the next hop for sending
packets to a specific destination. DSDV is a destination based protocol[54].

• Location based protocols: if this type of protocols is implemented in a network
or part of this, the corresponding nodes require to be properly equipped to establish
communication with some locating system as GPS. The position of the destination is
used to define the route to forward packets[54, 71]. Some protocols establish the routing
paths taking into account the movement velocity, but in order to accomplish that, they
need to have access to a locating system. For this reason, they are included in the
location based protocols class. LAR and DREAM are protocols in this category[54].

Content based multicast protocols

All the protocols cannot be used in any environment, thus the creation of a new routing
protocol normally obey to the needs of an environment or its applications. Content based
protocols route packets or choose the destination set based on the data content instead of a
predefined criteria[54, 113]. CBM was proposed by Zhou and Singh[113] as a Content based
routing protocol[113].
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Tree based multicast protocols

Those protocols construct a multicast tree for each source node to achieve the packet
distribution, thus multicast packets are forwarded using the tree until every multicast group
node is reached and the packaged read[51]. This case is named source rooted tree based

multicast protocols. Core rooted tree multicast protocols construct trees that are rooted in
nodes with special functions. The trees connect all multicast groups of the network and their
members[51]. AMRoute, CTB and AMRIS are examples of this kind of protocols[54].

Mesh based multicast protocols

Mesh structures are composed by nodes that can achieve connection through redundant
paths, providing failure tolerance. That is why a mesh structure can be said to be more
robust than a tree structure. Mesh based multicast protocols, use this type of structures to
attain the distribution of the packets[51, 54]. Instances of this kind of protocols are ODMRP
and CAMP[54].

Group forwarding based multicast

This class of protocols, choose a set of nodes to be responsible for the packet distribution
for a multicast group, only those nodes can forward multicast packets[51, 54].ODMRP[54].

As can be seen, there are a lot of protocols that can be implemented in a MANET
environment, but the big majority are not standardized. The MANET working group, have
accepted as experimental Request For Comments (RFC) the protocols AODV (RFC 3561),
OLSR (RFC 3626), TBRPF (RFC 3684) and DSR (RFC 4728)[59].

Addressing in Mobile Ad Hoc Networks

In MANETs, as in wired networks, each node needs to be identified with an address with
purposes of communication and packet forwarding. The addressing scheme must guarantee
that all nodes are available even if they move. Using the traditional wired addressing suppose
that all the nodes have addresses that are members of the same subnet or network address
space, so the destination nodes will not be property found because the assumption of the
traditional routing strategies that says that the nodes with addresses of the same subnet are
available on a single one hop network segment does not apply in MANETs[86]. Thus, the
first approach for the MANETs addressing was to configure the nodes using independent
address for each one, as a result each node performed host and router tasks.

Given the above statement, in the first stages of the MANETs development it was thought
that addressing aggregation was impossible due to the movement of the nodes, but recent
works, show how addressing aggregation may be accomplished while reducing overhead and
delays, and doing a better use of node’s memory with few routing table entries[80]. These ap-
proaches differ between them by the nodes that are involved in the routing decision processes.
In[80] the development was done for AODV protocol, requiring the design of a special process
for the conformation of subnets inside the MANET and implying changes in the nodes to
support address aggregation. This process is not automatic, in addition the conformation of
the subnet and the election of the subnet router are explained as a static process.
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Currently, the configuration of the MANET nodes is an automatic process[18]. Some
mechanisms ensure the uniqueness of the address for nodes that belong to connected MANETs
(the ones that can communicate with other Internet nodes through a Internet Gateway) by
using a pool of addresses that are managed by a gateway Internet node, which receives DHCP
request from the client nodes[5]. Others authors propose to use a special address format for
the identification of each node into MANET. Jelger[42] suggest to use the Unique Local IPv6
Unicast Addresses format that was proposed by Hinden and Haberman in the RFC 4193[39],
with this format each node generates its own address guarantying the uniqueness due to the
use of a random number of 56 bits, so Jelgel affirms that these addresses have a very low
collision probability.

With regard to the multicast address spaces used for MANETs the RFC 5498 have es-
tablished that all the nodes that are in charge of the routing process, will be attached to the
multicast addresses 224.0.0.109 for IPV4 and FF02:0:0:0:0:0:0:6D for IPV6. Those multicast
addresses receive the name LL-MANET-Routers[22].

Data Link Layer

In the wired networks the Data Link Layer is recognized to be the layer responsible of the
physical addressing by the use of the MAC addresses. This layer has the ability to detect
and notify errors, control the flow and avoid the collision excess by the management of the
access to the media, known like Media Access Control[85].

In MANETs all those tasks are the same than in wired networks, but due to the challenges
imposed by movement of the nodes, MANET researches have done special emphasis on some
of them.

Opposite to wired networks, MANETs have not a static topology[72]. The topology of a
network is the set of links that can be used for the data transmission[112]. MANET devices
interfaces characteristics imply that the topology is not predefined because the signals travel
open media and if any device is inside the network coverage area it can listen and participate
in the communication. On the other hand mobility and noise create and destroy connections
continuously, and, finally, links are not always symmetric. This behavior and the absence of a
fixed infrastructure are the reasons that MANETs are known as dynamic topology networks.

Routing protocols use network topology to make routing decisions for packets in MANETs.
Since the topology is dynamic, it is necessary that topology control protocols take the ini-
tial network and generate and maintain a connected network that match, at least approx-
imated, certain conditions, like connectivity, energy-efficiency, throughput, and robustness
to mobility[72] but taking into account the nodes mobility, so, the communication can be
optimized in order to improve the functions carried out by the upper protocols that are im-
plemented, in special the Routing Protocols[76]. In this thesis, Topology Control Protocols
have been located in the Data Link Layer of the OSI model, however this discussion continues
opened due to the exchange of information between the Data Link Layer Protocols and the
Network Layer Protocols with the Topology Control Protocols[76].
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Basically the Topology Control Protocols take the physical topology of a network with
directed and undirected links, and composes a logical topology by the management of the
transmission powers. The resulting links will be used for node communication[76, 112]. Thus
what is achieved is the hiding of the multiple physical hops from the Network Layer protocols,
but without possibilities of avoiding the noise and the interference produced in the physical
topology among other performance problems[23].

In addition to the problems related to the network topology, there are some problems
related to the technologies in MANETs. As is mentioned earlier due to the fact that any
wireless device with MANET capabilities can be part of a MANET, there can be a mixture
of technologies, but in order to accomplish communication, the interfaces of the devices that
belong to a MANET need to have the same addressing scheme at the MAC layer and also,
to make things easier, the frame sizes of all the technologies used should not vary[23].

Another important topic concerning Data Link Layer is the way that nodes access the
medium. In networks where the devices interfaces have the ability to listen while transmitting
the mechanism to access is the sense of the medium with collision detection or CSMA/CD,
but in MANETs the devices could not do that (at least until recent years[78]), so in this
kind of networks the medium is sensed with collision avoidance or CSMA/CA[110]. The
CSMA/CA mechanism, first developed for Infrastructure Based Wireless Networks, consisted
in the exchange of a couple of control packets; when a node has data to transmit it first listens
the medium and if it does not detect any transmission, then sends a Request to Send packet
(RTS) to the destination, when the destination receives the RTS sends a CTS indicating the
source that can start to send the data packets[45, 71]. The CSMA/CA mechanism is useful
for avoiding collisions, due to the fact that the nodes that listen a RTS or a CTS packet are
inhibited to transmit for a specific amount of time, but it leaves two new problems: hidden
and exposed terminal problems[41]. So, some changes was done over the control packets and
MACA and MACAW protocols were introduced to solve the hidden and exposed terminal
problems, which also implied that the new mechanism consisted in the exchange of the RTS
and CTS with the amount of data to be send, and ACK packets of each successful sent data
packet[45]. Today, the 802.11 standard has improved the performance of the medium access
control for MANETs (it has become the most used standard in MANETs deployments[32])
with new protocols that permit the use of multiple channels over the same medium[71, 110]
and to mark data packets with a priority to offer Quality of Service in this networks[52]. As
was mentioned above, medium access mechanisms have evolved to make possible the collision
detection in wireless networks[70, 78].

Physical Layer

The physical layer manages the physical, electrical and mechanical characteristics of the
network and its nodes. For example the channel coding, radio transmission, modulation,
frequency range, carrier sensing, among others[32, 71]. A MANET can be formed with any
kind of devices, or a mixture of devices with different computational and communicational
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capacities, in fact the collection of host need not to be homogeneous[71], but is a must
that all the devices work with the same technology (which can be Bluetooth, IEEE 802.15.3
(WPAN), HiperLAN1, HiperLAN2, IEEE 802.11 and HomeRF, among others[71]) to achieve
communication. Due that the physical specifications depends on the technology used, we will
not state all their characteristics, but they can be review using the different standards and
books like[71].

1.3.2 Cross Layer Architecture

As was seen in the previous subsection, the behavior and characteristics of MANETs are
different from those one wired networks, and some protocols have been changed to achieve
a good adaptation to those new features. Indeed the architecture has needed to be recon-
structed. Cross Layer Architecture, is the proposed architecture for MANETs, and it involves
a framework that permits the exchange of useful information among the traditional layers that
were mentioned above. To clarify the need for Cross Layer Architecture is enough to mention
some examples of its utility. For instance, a packet dropper would be more easily detected if
the Session Layer could know how many packets have been dropped[31], or a node can make
better assumptions about the reachability of a node when a packet could not been sent suc-
cessfully because sometimes it could be produced by a failure in the packet delivering[23]. In
this sense, some authors affirm that the functions and processes in MANETs can be improved
by the use of an architecture where layers do not execute their tasks in isolation[47, 3].

Cross Layer Architecture has been developed in order to have an efficient exchange of
information among the traditional layers. The first step is to identify the interdependencies
between layers and the information that must be shared[23, 47], and then mirroring these
relations in a non complex architecture in order to conserve the compatibility with the current
systems and networks[47]. The Cross Layer Design gives a more efficient communication
among layers, but this job must be carefully done, due to the fact that loops can be formed,
what would imply instability in the system[47].

Some Cross Layer Architectures have been developed for special types of traffic or applications[15,
79], but literature suggest that a generic architecture is needed in order to give support to
all applications[47].

1.4 Main Challenges and Problems in MANETs

Pretending to give a clear idea of the necessity to use an Intrusion Detection System in
MANETs, the security vulnerabilities are presented, in this section.

The main problems that are present in MANETs, results from the distributed structure
of this kind of networks. The distributed structure and the open medium mean that any new
device can enter to the network and listen the communication that is taking place, and do
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not permit to have clear physical perimeter or line of defense, as in wired networks, where
the administrator knows where to locate the entities to secure the network[8, 11].

For the sake of their good operation, MANET protocols require the cooperation and
confidence among the nodes of the network[102]. One of the clearest examples resides in
the routing protocols, where nodes ask their neighbors for routes to a specific address, but
if an intruder is into the network, it can advise himself as the destination or give a false
route. That is why some authors argue, like [102], that the cooperation is needed but is also
a weakness that can be used by the intruders to cause network misbehaviour.

Finally, in some MANETs, devices must be light weight and not too big, to grant that
a person can carry it easily. But the small size is also a disadvantage, because is difficult to
provide physical security to such as device. So the lack of physical security makes the nodes
prone to be stolen, and therefore the network security would be in risk.

Next chapter presents Intrusion Detection Systems and their architecture.





Chapter 2

Architecture of Intrusion Detection
Systems in Mobile Ad Hoc Networks

Security systems can be classified as proactive and reactive. The proactive systems are those
that establish confidence relationships and try to protect the system against the intrusions,
for example, cryptography and authentication [82]. The reactive systems are those used to
react when an intrusion makes presence in the network, for example Intrusion Detection
Systems. In this chapter, an exploration on the IDS architectures for MANETs is made.

The characteristics of MANETs impose severe restrictions that do not permit the use
of traditional IDS for wired networks over MANETs. First, due to the lack of a clear line
of defence the attacks can come from anywhere in the network, and second the distributed
infrastructure removes the existence of a certain points of the network where the traffic can
be centralized, filtered and analyzed [111].

Flat MANETs were the first studied networks for IDS implementation, then the limitation
of resources and the kind of attacks showed that nodes are like members of a community,
where the hierarchy and collaborative work improves the efficiency in the intrusion detection.
This section presents a short explanation of the architectures that have been proposed for
MANETs.

IDS architectures for MANETs can be divided in the following categories [8, 74]:

• Stand-alone
• Distributed and Cooperative
• Hierarchical

2.1 Stand-alone Architecture

In this architecture each node is responsible by its own security, and the state of the neighbors
is unknown. Each node runs an IDS, and if a intrusion is detected then itself must make a
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decision about how to act against it [8, 74]. The use of an IDS in each node increase the
consumption of node resources, and although the security is spread in every node this scheme
does not permit to infer about the state of the entire network due to the fact that each event
is analyzed independently.

2.2 Distributed and Cooperative Architecture

The responsibility of intrusion detection is shared with the neighbors when necessary. In this
architecture, each node runs an IDS or an IDS agent (depending on the technology used)
that can detect intrusions and make its own decisions. Only when the evidence of intrusion
is inconclusive the neighbors start a global intrusion detection [8, 74].

2.3 Hierarchical Architecture

This works like an extension of the Distributed and Cooperative architecture because, al-
though the network is divided into clusters (groups of nodes), cooperation among nodes is
present. Each cluster member is responsible for the monitoring and decisions concerning to
the system and user activity, and the cluster head must also monitor the packets that crosses
its cluster [8, 74].

Most of the developed IDS strategies and proposals in the literature are based on the
Distributed and Cooperative, and Hierarchical architecture. Some use a complete IDS on
each node, and others divide the IDS tasks and assign functions through IDS agents. Agents
present a higher fault tolerance for such a frequently changing environment.

The proposal of Zhang and Lee [111] for example uses a Distributed and Cooperative
approach. The cooperation among nodes takes place when an intrusion is detected locally
by a node, or when the evidence is inconclusive and requires a deeper analysis. On the
other hand, Rezaul et Al., in [74], continue with the proposal of Zhang and Lee, but impose
some changes in the cooperation among nodes and the technique to detect the intrusion.
When a node detects a possible intrusion it sends an alert to its neighbors to initiate the
cooperation procedure, and each one calculate the probability of the malicious action. Then
all probabilities are combined and finally a response is initiated. The technique used to
combine the probabilities in order to classify and discover the intrusions is the Näıve Bayes
approach.

An approach that mixes the Distributed and Cooperative with the Hierarchical architec-
ture can be found in the work of Song et Al., in [82]. Although they do not create little
groups of nodes or clusters to be classified as a pure hierarchical architecture, they use a
Connected Dominating Set (see the definition in chapter 9) to locate the network monitors.
The established difference among the nodes imply a hierarchical approach. In this scheme,
each node executes a host based monitor for the system and user applications, and the net-
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work monitors are executed only in the Connected Dominating Set nodes, asseverating that
the connected set of monitors allows that monitors can analyze each other.

Nargunam and Sebastian, in [67], propose the formation of clusters without cluster heads
to avoid the existence of a point of failure. In the scheme all cluster members monitor each
other. The dynamic of the network is supported by the proposal. This scheme can be seen like
a cooperative approach but the division into groups allows the classification as a hierarchical
architecture too.

Kachirski and Guha, in [44], developed a scheme that defines a hierarchy by the use of
clusters and cluster heads. The IDS is divided into its functions, which are then assigned
to nodes by the use of agents. Every node in the network, has a monitoring agent that,
depending on the hierarchical position of the node, can work as a host monitor or a network
monitor. The cluster heads are the nodes where the monitoring agents run as both host
and network monitor, and are the responsible of taking decisions based on the analysis of
the packets that are originated by the nodes of the cluster. A similar strategy is proposed
by Sterne and Balasubramanyam in [84], but the cluster heads are differenced among them
because they are classified by levels. In each level the cluster head summarize and correlate
the events of the lower level cluster heads until find something conclusive to make a decision
and start a response.





Chapter 3

Distributed Algorithms for Leader
Election

Distributed Algorithms for Leader Election are those algorithms implemented over networks
with the objective to elect a global leader or local leader depending on the purpose, and obey
to the condition that all the nodes of the network are involved in the election.

When talking about that kind of algorithms, one of the first references that are consulted
is Nancy Lynch [58], whom in her book Distributed Algorithms discusses the techniques used
by some distributed algorithms. Those techniques can be used as a guide in the development
of distributed algorithms. For leader election, some of the techniques (based on the nodes
identification) that are mentioned work for networks under certain topology conditions or
topology knowledge. For example LCR, HS and AsyncLCS are designed for rings; Flood
and OptFlood need to know the diameter of the graph. These topology conditions and the
imposed by the other techniques mentioned in the book are very severe, especially when the
topology changes frequently, thus is impracticable to apply them in MANETs for the leader
election.

In [61] two algorithms are presented, both of them for synchronous networks and with
some limitations in the nodes movement. The leader is elected depending on the height that
is related to the identification of the nodes.

Other strategies used in the election of local leaders, like for example in clustering. In
addition to the node ID, they also have into account variables as node degree, mobility be-
havior, energy consumption, battery energy, etc., or a mixture among them. Some clustering
schemes used in MANETs are analyzed in [108].

Lots of algorithms have been proposed for Leader Election, but basically the strategies
are the mentioned above.





Chapter 4

Distributed Algorithms to Find the
Central Point in a Network

The problem of finding the Central Point of a Network is the reduction of the Minimum
Diameter Spanning Tree (MDST) problem[21] (see the definition in chapter 5). This section
presents the strategy used by some algorithms to find the central point in order to construct
a MDST.

The technique to find the central point of a graph, consists basically in finding the shortest
path from a vertex (say vertex A) to every other vertex that composes the graph. Once that
the distance from vertex A to every other vertex has been calculated, the longest of them is
chosen as the eccentricity of vertex A. This procedure must be done for each vertex in the
graph. When all the vertices have their eccentricity, the vertex with the smallest eccentricity
is chosen as the central point of the graph. Using Floyd’s algorithm the shortest paths can be
calculated, then the eccentricity of each node is calculated and the central point of the graph
is selected as the one with smallest eccentricity. In [106], Yang et al. compress the graph
and then apply the Floyd’s algorithm, so they can achieve better complexities than using
directly the Floyd’s algorithm. Although their proposed algorithm is said to be designed to
networks, it cannot be implemented in MANETs because the strategy is centralized and the
network assumed is static. The goal in [106] is to find the diameter of the network, but is
related to this chapter because it is equivalent to find the central point.

A distributed algorithm is presented in [21]. The authors established that each node
must calculate its distance to every other node in the network by sending messages to each
neighbor and waiting until all its active neighbors send a message updating the distances.
The algorithm is designed for a static network, but the approach used to find the distance of
a node allows the addition of a new node to the network to be managed without problems,
but it implies some changes in the quantity of messages that are originated.





Chapter 5

Graph Theory Definitions

Graph theory provides the theoretical background and the common language for network
analysis. In this chapter we present the definitions that are relevant for the work.

5.1 General Definitions

Graph G (V, E): is a collection of a finite set of vertices V and a finite set of edges E =
{(vi, vj)/vi, vj ∈ V }, where vertices are represented by points or nodes, and the edges
are represented by lines that connect points [95, 21].

Distance d (u, v) = dG (u, v): is the minimum length (weight) of the paths that connect two
nodes in a graph [16, 21].

Eccentricity ecc (v): is the largest distance from a vertex v to any other vertex in V , i.e.,
ecc (v) = maxu∈V d(u, v) [98, 21].

Diameter D = D (G): is highest eccentricity of any graph vertex, in other words is the
longest distance between any two graph vertices of a graph, i.e., D = maxv∈V ecc (v).
It is also known as the “longest shortest path” [97].

Radius R = R (G): is the minimum eccentricity of any graph vertex, i.e., R = minv∈V ecc (v).

Central point or absolute centre: is the node whose eccentricity equals the graph radius,
i.e., v is the central point of G if ecc (v) = R (G). In some cases, there is not a unique
central point, so the set of all central points is called the graph centre [92, 96, 21].

5.2 Spanning Trees

Let G (V, E) be a graph, then:
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Spanning Tree (ST): a spanning tree of G is a subset E ′ of n− 1 edges from E that form
a tree connecting all vertices of V [101].

Minimum Spanning Tree (MST): a minimum spanning tree of G is a ST whose total
sum of edge weights is the smallest possible. The STs presents a special case when the
graph is unweighted, due to the fact that any spanning tree is a minimum spanning tree
[100]. A MST can be calculated using Prim’s or Kruskal’s algorithm. The procedure of
Prim’s algorithm basically consists on the selection of any vertex for the tree, and then
at each iteration the vertex with the lowest weight edge that connects the tree with
vertices that are outside is added to the tree. The Kruskal’s algorithm procedure is
similar, but in this case, the edge with the lower weight is selected and at each iteration
the next lower edge is added to the tree taking into account that the tree cannot have
loops.

Shortest Paths Tree (SPT): is a spanning tree constructed to connect a vertex to every
other vertex in the graph, with the condition that the sum of the edge lengths from the
initial vertex to each node is minimized [34, 107]. The strategy used by the algorithms
like Dijkstra is to start with a particular vertex and find the shortest path from it to
every other vertex in the graph.

Minimum Diameter Spanning Tree (MDST): is a ST of minimum diameter. The main
characteristics of this tree is that the root of the tree is the vertex considered as the
absolute centre of the graph [37] and the paths from the root to every vertex of the
graph are the shortest paths. Thus, the SPT whose root is the absolute centre is a
MDST of G [21].



Chapter 6

Petri Nets

Petri Nets is a tool used to analyse and model system processes and its dynamics, both
graphically and mathematically. The evolution of the first kind of Petri Nets, has been the
trigger to have as many systems where they can be applied, some examples of these systems
are: distributed-software systems [6], distributed-database systems, concurrent and parallel
programs, flexible manufacturing/industrial control systems, discrete-event systems, etc [66].

A Petri Net is formally defined as a tuple, such that PN = (P, T, F, W,M0), where
[36, 66]:

P = {p1, p2, .., pm} is a finite set of places, the representation of each place is a
circle,
T = {t1, t2, ..., tn} is a finite set of transitions, the representation of each transition
is a bar,
F : (P ×T )∪(T ×P ) is the set of arcs, where (P ×T ) represents the arcs directed
from the places to the transitions, and (T × P ) represents the arcs directed from
the transitions to the places,
W : F → {1, 2, 3, ...} is a weight function ,
M0 : P → {0, 1, 2, 3, ...} is the initial marking,
P ∩ T = ∅ and P ∪ T 6= ∅

The following notation is important in order to understand some definitions that are given
bellow.

•t are the set of input places of a transition t,
t• are the set of output places of a transition t,
•p are the set of input transitions of a place p,
t• are the set of output transitions of a place p.

Petri Nets are composed by events and conditions. The transitions represent the events,
which are detected in the systems by sensors or also because some variable that is being
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monitored has changed. The places, also known as preconditions and consequences [36],
can be seen as the outputs of the system, these outputs are the actions executed by the
actuators of a system, and in computer science may be an action over a variable, the sending
or dropping of a message, etc. Figure 6.1 is a Petri net of a simple filling system, the p0 place
represents the opening of a water valve, and the transition t0 represents the desired level of
filling.

Figure 6.1: Petri net of a filling system

Petri Nets are also composed of tokens. The tokens are located in the places or conditions,
and the presence or absence of tokens in the places of a net in a given time is called the
marking. The marking represent the current state of the system. For example, in the net of
Figure 6.2, if a token is in init place the system is ready to start its process. In Figure 6.1,
if there is a token in the p0 place, then the valve will remain open until the sensor indicates
that the desired level has been reached.

Figure 6.2: Petri net in its init place

A place can contain zero, one or more tokens, and they can be equal or different depending
of what they are representing. Some systems do not need to make difference among its tokens,
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the kind of Petri nets that represent these systems are called low level Petri nets. Low level
Petri nets are the nets used in this thesis.

The tokens flow through the Petri net, pointing out the evolution of the real system. When
all the preconditions related to an event are met, the system waits the event occurrence; this
situation corresponds to the existence of the number of tokens indicated by the weight of
each arc (if the arc does not have any number associated then it is assumed that the weight
is 1) in the input places of a transition, so it is said that the transition is enabled. If an
event occurs and the transition is enabled, the transition is fired and the number of tokens
indicated by the weight of the arc directed from the place to the transition are removed from
the input places, and the number of tokens indicated by the weight of the arc directed from
the transition to the each output place are added [36]. See Figure 6.3.

Figure 6.3: Firing of a transition

6.1 Petri nets classification and properties

According to the structural topology of the net and its dynamics, a Petri net can be classified
in the following manner:

Ordinary: if all the arc weights of the Petri net are 1’s, then the net is said to be ordinary
[66], i.e. ∀f ∈ F, W (f) → {0, 1}.

Pure: a Petri net is said to be pure if it has no self-loops, i.e., a place is not the input and
output place for a transition [66], i.e., ∀t ∈ T,• t ∩ t• = ∅.
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Bounded: a Petri net is bounded if the number of tokens in each place is finite for any
marking reachable, indicating that the system will not suffer overflow of data or re-
sources, i.e., ∀p ∈ P ∧ M ∈ R(M0), M(p) ≤ k, where k is a finite number and R(M0)
indicates that M is reachable from M0. A subclass of the bounded nets are the safe

nets whose places have 0 or 1 token for any marking [66]. Safe nets are also known as
binary nets [83]. A Petri net can be also structurally bounded, making reference to the
topological properties of the net, if the net is bounded for any finite initial marking.

Deadlock-free: a Petri net is said to be Deadlock-free if every reachable marking enables
some transition [29].

Live: a Petri net is live if all its transitions are live [38], i.e., if for every reachable marking
and every transition t it is possible to reach a marking that enables t [29].

Well-Formed: a Petri net is said to be well formed if it is bounded and live [29].

Reversible: these nets are identified because the initial marking or initial state can be
reachable from any other marking of the net [66].

Conservative: a Petri net is said to be conservative if the sum of the number of tokens in
the net keeps constant for any reachable marking [68].

Controllable: a Petri net is said to be completely controllable if any marking is reachable
from any other marking [66].

6.2 Analysis methods

The analysis of Petri nets can be accomplished using the following techniques or methods,
one of them allows the analysis of specific properties related to the initial marking, while
the other allows having a vision of the structural properties of the net, and thus a system
analysis.

6.2.1 Coverability Tree

This method is a state space analysis which consists in finding all possible markings or states
that the net can reach from the initial marking. A coverability tree is a graph representation,
where the nodes are the reached markings and the arcs are the transitions that are or have
been enabled. The symbol w is used to represent a node representing a marking not bounded.

The coverability tree allows the study of behavioural properties like reachability, bound-
edness, safeness, liveness and conservation. The net is said to be bounded if the markings
are bounded, i.e., if the symbol w does not appear in the nodes of the tree, and safe if the
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markings are 0 or 1 for all the places, but if for a place all the markings are in 0 then it
indicates reachability problems for the state that the place represents [36].

In addition to these properties, the coverability tree helps to know which transitions
cannot be fired. If some transition does not appear in the arcs of the tree it means that the
transition is not enabled during the net execution.

6.2.2 State Equation and the Incidence Matrix

This technique is an structural analysis, where the incidence matrix represents the relations
among the places and the transitions in a Petri net, and the state equation use the incidence
matrix to make inferences about the structural properties of the net (controllability, struc-
tural boundedness, structural liveness, repetitiveness, etc.). This method can be seen as the
generalization of the coverability tree technique, due to the fact that the coverability tree is
realized starting from an initial marking, but this structural analysis does not depend on an
the initial marking and the results are valid regardless of the initial marking.

A more detailed explanation of these techniques can be seen in [66].

There are other techniques to analyse Petri nets, like the reduction and the simulation
[66, 83], we also use it in the analysis of the Petri net for the algorithm, but is not necessary
to make a deep explanation of them.

6.3 Special structures

6.3.1 Concurrency

This structure models events that can take place at the same time, or in any order without
interfering, in other words, concurrent transitions are those which are enabled for a marking
M but do not share an input condition or place [62].

6.3.2 Synchronization

This structure models a task that must wait to be executed until previous processes (at least
two) have been completed. This is modelled by an event or transition that has more than
one precondition.

6.3.3 Conflict

Two events are said to be in conflict when they have a common precondition and only one
of them can occur but not both. It is modelled with two or more transitions that share at
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least one precondition or place [36].

There are two types of conflicts: symmetric and asymmetric conflicts. To understand the
difference between these conflicts is required to know a concept called Enabling Degree. The
Enabling Degree of a transition is a quantitative measure, that informs how many consecutive
times a transition can be enabled for a given marking, for example, for the net shown in Figure
6.4a) the Enabling Degree (ED) of transition t0 is 2, but in Figure 6.4c) the ED of t0 is 2
and has a value of 1 for t1.

Going back to the types of conflicts that can be modelled with Petri nets, symmetric

conflicts are those in which if two transitions are in conflict, said t1 and t2, firing t1 will
decrease the ED of t2 and viceversa; contrary to asymmetric conflicts in which firing t1 will
decrease the ED of t2, but the ED of t1 will not be decreased by the firing of t2 [14, 62].
Sometimes, the presence of these conflicts is due to the marking of the net or the structure
of it [62]. See Figure 6.4.

Figure 6.4: Symmetric and Asymmetric conflicts in a Petri net. a) Symmetric conflict,
b) Asymmetric conflict, c) Marking dependent conflict.

In the net of Figure 6.4a) the ED of t0 and t1 is 2, if t0 is fired the ED of t1 is decreased
to 1, and the same happens to t0 if t1 is fired. In Figure 6.4b) the ED for both t0 and t1 is
3, if t0 fires the ED of t1 will be decreased, but the firing of t1 will not decrease the ED of
t0. In figure 6.4c) the type of conflict depends on the marking, for example, for the marking
showed the value of the ED is 2 for t0 and 1 for t1, it does not matter which transition is fired
because that event will not decrease the other transition’s ED so the net have not conflict for
this marking, but suppose that p0 and p2 have two tokens and p0 has one token, so the firing
of t0 will decrease the ED of t1 and viceversa, but in the case that the number of tokens is 3
for p0, 2 for p1 and 1 for p2, the firing of t0 will not decrease the ED of t1 but the ED of t0
will be decreased in the case that t1 fires.
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6.3.4 Confusion

Confusion is present in a net when concurrency and conflict are mixed [62]. In this case,
there are also symmetric and asymmetric confusion. Symmetric confusion is in a Petri net
when two transitions are concurrent (both can be enabled for a marking at the same time
but they do not interfere) but no matter which of them is fired, there will be always a conflict
with a third transition, see Figure 6.5. Asymmetric confusion is the structure that has two
concurrent transitions, but the presence of a conflict will depends on their firing order; see
Figure 6.6 [26, 73].

Figure 6.5: Symmetric confusion in a Petri net.

Figure 6.6: Asymmetric confusion in a Petri net.

Observe that Figure 6.4c) can be taken as a confusion but if it is careful analysed is easy
to see that there is not a concurrency between t0 and t1 due that they interfere with each
other.
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6.4 Subclasses of Petri nets

Marked Graphs (MG): are ordinary Petri nets, whose places have exactly one input tran-
sition and exactly one output transition [66]. Marked graphs, allow the representation
of synchronization of activities, but not of conflicts or decisions, which is the reason to
be known also as Synchronization Graphs (SG) [38], thus a Petri net is identified as an
MG if ∀p ∈ P : |•p| = |p•| ≤ 1.

State Machines (SM): are ordinary Petri nets, whose transitions have exactly one input
place and exactly one output place. State machines allow the representation of deci-
sions, but not the synchronization of activities [66]. If ∀t ∈ T : |•t| = |t•| ≤ 1, then the
net is called a SM.

Free Choice (FC): are those nets where the all the output transitions of a place are enabled
at the same time, so the choice is free for each place in the net. The FC admits the
existence of symmetric conflict and synchronization, but does not allow to mix them
[29]. A petri net is said to be a FC if ∀p, q ∈ P, p 6= q ∧ p• ∩ q• 6= ∅ ⇒ |p•| = |q•| = 1.
Figure 6.7 shows two examples of the structures allowed into the FC Petri nets class.

Figure 6.7: Free Choice Petri nets. Nets a) and b) are FC, but the net c) is not a
FC Petri net.

Extended free choice (EFC): this class of Petri nets are as its name said an extension of
the FC nets, the extension consist in the sharing of more than one output transition
[29] with the condition that the set of input places must be the same for the transitions
involved in the conflict. This allows mixing symmetric conflicts with synchronization.
To clarify the concept there is the formal definition: a Petri net is said to be a EFC if
∀p, q ∈ P, p• ∩ q• 6= ∅ ⇒ p• = q•. See Figure 6.8.

Simple (S): a Simple Petri net has the characteristic that for each transition only one of
its input places can be shared with other transition, i.e., each transition is involved
in maximum one conflict at the same time [88]. Thus, a Petri net is simple if ∀p, q ∈
P, p 6= q∧ p• ∩ q• 6= ∅ ⇒ |p•| = 1∨ |q•| = 1. A graphical example is presented in Figure
6.9.
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Figure 6.8: Extended Free Choice Petri nets. Nets a) and b) are EFC, but the net
c) is not a EFC Petri net.

Figure 6.9: Simple Petri nets. Nets a), b) and c) are Simple, but the net d) does
not meet the aforementioned characteristics.

Extended Simple (ES): in this class of Petri nets, each transition can be involved in max-
imum one conflict at the same time, but the input places to the transitions that are
in conflict can have output sets of transitions with more than one element [38], i.e. a
Petri net is said to be an ES if ∀p, q ∈ P, p• ∩ q• 6= ∅ ⇒ p• ⊆ q• ∨ q• ⊆ p•. See Figure
6.10.

Figure 6.10: Extended Simple Petri nets. Nets a) and b) Extended Simple, but not
the net d).





Chapter 7

Algorithm for the Leader Node
Selection

In this chapter, the proposed algorithm is presented. There are some basic assumptions on
the MANET that must be fulfilled for the algorithm to work.

7.1 Assumptions

The medium and the heterogeneous devices, make the relationships established with neigh-
bors in a MANET to be dynamic and more complex than in wired networks [23]. One
consequence of this dynamic is that sometimes the links are not bidirectional but unidirec-
tional, so that communication between two nodes can be sometimes in one direction. For
our purposes, bidirectional links are assumed.

Furthermore, it is assumed that all nodes have the same transmission range (thus the
network can be seen as a unit disk graph [7, 55]), the hop to hop time is the same for all
nodes, and all wireless links have the same probability of failure [54]. In addition, in order to
improve the stability of the network and the leader, it is assumed that no nodes can be on or
off; they can only enter or leave the network, ensuring that the members will not suddenly
disappear.

The identification of each node is very important. For this reason, it is established that
each node has a unique identifier (see section 1.3.1) that may be its IP address, MAC address
or part of them. This identifier is known to the algorithm as the node ID.

In the development of this algorithm, it is assumed that a Topology Control Protocol

is already implemented in the network, so the network topology is defined. The Topology

Control Protocol is responsible for stating the physical links used for communication, defining
the logical neighbors and preventing loops that may be present at the physical layer due to
the medium conditions.
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The security of the algorithm will be discussed later in another chapter, so for now honest
exchange of messages between nodes is also assumed.

7.2 Proposed Strategy

The sensors are distributed on the nodes of the network, and are responsible for collecting
and analyzing local events in their neighbourhood to infer the state of local security. The
information is then sent to a network node which is responsible for correlating and analyzing
data to find any signal of intrusion.

Although a single node to correlate events across the network implies the existence of
a point of failure, the assumptions ensure that this node will not suddenly disappear, but
it is necessary to find a location that enhances the stability of IDS and hence the network
stability. For the rest of this thesis, this node will be known as the leader node.

Due to the fact that each sensor node must send the information to the leader, that the
failure probability is the same for all links and the time spend by a packet to go from a node
to its neighbour is the same for every pair of nodes in the network, the best position of the
Leader is over the region of the network that suggests the minimization of the number of
hops that the packets must travel through until find the leader, since the minimum path hop
count for the routing will derive into a more stable network with lower quantity of collisions
and traffic overhead [54].

The minimization of the number of hops for the entire network with regard to a node, can
be extrapolated to find the minimization of the sum of distances of a reference point from
the other points that are present in a defined space. According to Schlegel [77] the result of
this minimization, indicates that the minimum is reached when the reference point coincides
with the centroid (see page 25) of the points.

A network can be viewed as a graph where points are nodes and lines are links [95]. If
this graph is taken, and each node’s eccentricity is calculated using the shortest route, it
would be easy to find the node with the smallest eccentricity. Using the found node as root,
a tree from the original graph can be built. In this new tree the eccentricity can be used as
the weight of each node, so the root coincides with the centroid of the built tree [94]. But
the root of the tree is also the centre of the graph, due to the fact that its eccentricity equals
the radius of the graph [93].

Now, the strategy is clear:

1. Calculate the eccentricity for every node in the network

2. Find the node with the lower eccentricity, and call it the leader or central node

3. Construct a tree with the leader as the root using the shortest paths to every node
from the root.
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At the end of the algorithm, the network will have only a unique leader for each connected
set.

7.3 Design and definition of the Algorithm

The development and design of this algorithm was accomplished using the idea of “the
simplest first”, in which a simple case is taken into consideration and then it is solved, in
the first place with a static topology and then with a dynamic topology. In this section the
algorithm will be described in order to give a clear idea of how it works, so the reader can
make good deductions on the algorithm behavior for some special cases.

7.3.1 A general description of the eccentricity calculation

The general behavior of the process of calculating the eccentricity is shown through the
following example. Suppose the network of Figure 7.1.

Figure 7.1: Net with two nodes.

First, each node detects the existence of its neighbors, and then listens its medium to
verify that there are not messages from one of its neighbors. In this example, node 1 detects
node 2, and due to the absence of messages in the medium, it sends a packet (test message) to
node 2, which contains the maximum number of hops detected through the links with other
neighbours. In this case, node 1 has no more links, that is why in the packet the maximum
number of detected hops through links different to the one with the node 2 is 0. Node 2 has
a table where it relates its neighbors (node 1 ) with the number of hops announced plus 1

(0+1 ). Finally node 1 goes to a state that allows listening the medium again, in order to
receive the response of node 2. The same process occurs in the other direction in case that
both nodes start the process at the same time, or with a short difference of time.

Table 7.1: Information table of the node 2 at the network in the Figure 7.1.

ID Address Type ECC MAX RECV MAX2SEND

1 1.0.1.1 1 0 1 0



40 7. ALGORITHM FOR THE LEADER NODE SELECTION

After processing the received packet, node 2 sends a message (accept message) to node 1

with the maximum number of hops detected by the other links, when node 1 receives this
message, stores the data in its table as node 2 did. Now both nodes have the data from its
neighbours, and have the ability to compute its eccentricity, so the next step is the evaluation
of the vector that stores the number of hops on the table (MAX RECV); the maximum of
these values is the eccentricity of node, in this case, the eccentricity of each node is 1. These
new data is sent to neighbours by an update message. The exchange of messages is shown in
Figure 7.2.

Figure 7.2: Message exchange in a network composed by two nodes.

Completing the process explained above, nodes listen the medium and if not more mes-
sages arrive or no new neighbors exist, then each node evaluates its possibility of being
theleader of the network. In this case, no more packets that imply changes in the table will
arrive, so each node verifies the information contained in its table to see if it is updated (see
section 7.3.4) and proceed to compare its eccentricity with the eccentricity of its neighbors.
The node with lower eccentricity can declare itself as the leader of the network, and com-
municates this event to all its neighbors using a leader message, but if the node detects that
it has a higher eccentricity than some of its neighbors it must wait the arriving of a leader

message. In some cases, the node eccentricity equals the eccentricity of one of its neighbors,
so the leader position will be taken by the node with the higher ID between both of them.
The leader in the Figure 7.2 will be node 2.

A net with two nodes is very simple, but with bigger networks others message dynamics
can be seen. For example, after the sent or arriving of an accept message the involved
nodes will evaluate if their eccentricity have changed due to the new data stored in the
“MAX RECV” vector, and will calculate the component values of the vector “MAX2SEND”.
If the eccentricity of the node has already changed then an update message will be sent to
every neighbor, but if the “MAX2SEND” value of one of its neighbors has been updated then
it will send an update message to the related neighbor. In contrast to the update messages

that are only sent to some nodes, the leader messages must be spread through the entire
network, in order to inform all the nodes about the identity of the leader.

In a more complex topology, the eccentricity and Leader will be calculated as shown in
the Figure 7.3. The numbers that are located at each edge of the links indicate the number
of hops to be announced by the neighbor plus one.



7.3. DESIGN AND DEFINITION OF THE ALGORITHM 41

Figure 7.3: Calculation of the eccentricity of a network, where the Leader will be node 3.

Following the previous description, on a singleton graph, the unique node must realize
that it does not have neighbors and then declare itself as the Leader of the network.

After this introduction into the operation of the algorithm, the message types used and
details of specific functions are given.

7.3.2 Message Types

The algorithm uses four (4) types of messages, each one has its own responsibility into the
process:

Test message

The test message has the objective to start the establishment of a link in order to exchange
information that is used to calculate the eccentricity of each node. These messages are sent
only to those neighbors with which there has not existed previously an exchange of messages
related to the process of calculating the eccentricity, or those nodes that has not replied to a
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previous test message and are still in the neighborhood.

The structure of a test message is shown in Table 7.2.

Table 7.2: Structure of a test message.

Node ID Message type Eccentricity Max advised Leader ID Repetition indicator

int unsigned int unsigned int unsigned int unsigned int unsigned int

For this message, the Message Type field has 1 as value.

Accept message

The accept message is used to confirm and accept the establishment of a link. This
message is sent to those neighbors that have sent a test message. If an accept message is lost
in the medium, a new test message will arrive, so the node will reply with an accept message

indicating that it has been already accepted.

Its structure is the same as the shown in the Table 7.2, but with 2 as Message Type
value.

Update message

The update messages are used to send updates of some events like merge or separation in
the network, changes in the eccentricity or in some component of the vector “MAX2SEND”.
These messages are only sent and accepted if the evaluation of the conditions of the table
indicates that an update is necessary for some of the neighbors.

The structure of an update message is the same of the accept and test messages (see Table
7.2), but the repetition indicator only has meaning for the update message. When the value
of the repetition indicator is set in 1 is because the source of this has detected that its own
table is outdated, so an update message will be sent to the node which the message came
from. When an update message arrives and the value of the repetition indicator field is 0,
the action to follow with the process changes according to the evaluation of the other fields:

• If the field leader ID announces that the leader of the network is the same node that
has received the message, and the evaluation of the field max advised or eccentricity

indicates that there are one or more outdated data, the current leader registered in the
node is erased, and the node proceed to send the updates to all the neighbours that
require the updating.

• If the field leader ID announces that the leader of the network is different to the
currently registered in the node, the information of the table is updated accordingly to
the message, and the node sends leader messages to the neighbours that can receive
that kind of message from this node announcing about the change of leader.

Leader message
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This message can advertise the existence of the network leader. It passes from the nodes
with lower eccentricity to the nodes with higher eccentricity, and travels through the nodes
until cover the entire network. The source of this kind of message is usually the leader. The
leader transmits a leader message after discovering that it is the new leader, and also during
the time in which there are no new events on the network, securing that all the nodes know
which the leader is. When a leader message arrives to a node, it is forwarded to all the
neighbors with higher eccentricity or equal eccentricity and lower ID, so it will not go back
to the node that sent the message. This message is also generated after the arrival of an
update message that reports a different leader.

The structure of a leader message follows the one that is shown in Table 7.3.

Table 7.3: Structure of a Leader Message.

Node ID Message type Eccentricity Maintenance indicator Leader ID

int unsigned int unsigned int unsigned int unsigned int

An event will always cause the updating of data in at least one of the nodes in the
network. Events like the establishment or ending of a link with a node, are going to cause an
update message informing the leader of the net must be deleted, and a new leader calculation
must be done. But sometimes due to the lost of packages, a node can still have outdated
information, so it may send this information to its neighbors. In order to avoid the spreading
of false information, when a node discovers that it will be the leader of the network and will
send this information the first time, it sets the maintenance indicator in 0, but if the node
had sent this information previously the maintenance indicator will be set in 1. Thus, when
a leader message arrives and the source meets the conditions of having a lower eccentricity,
or equal eccentricity and higher ID, then the destination node will verify the leader that is
being announced, if the leader is different from the current leader, then the new information
is taken, but if the announced leader is the same as the leader who was previously deleted
the information is only taken into account if the maintenance indicator has value 0.

7.3.3 Type of nodes

According to the state of the links, the nodes have been categorized as Accepted, Basic and
Tested. Basic nodes are those nodes that have been recently discovered and not message has
been sent to it. Tested nodes are nodes that have been sent a test message and from which
an accept message is required. For its part, accepted nodes are the ones which have already
established a connection due to the exchange of test and accept messages.

The classification of the nodes depending on the type of messages exchanged is important
because it indicates whether it is valid to receive the information sent by a node, and to
control that all the neighbors have received the information, ensuring that the nodes will
converge in the leadership election.
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7.3.4 How does every node know that the eccentricity information
is updated?

Proper operation for selecting the leader requires that the information stored in the tables
are updated. With this in mind, the algorithm has been given the ability to discern whether
the node and its neighbors have the information that corresponds to the current state of the
network.

Supose the network of Figure 7.3, each node has a table to store information of its
neighbors. Node 4 has the information shown in Table 7.4.

Table 7.4: Information table of the node 4 at the network of the Figure 7.3.

ID Address Type ECC MAX RECV MAX2SEND

5 1.0.1.5 1 4 1 3
3 1.0.1.3 1 2 3 1

As stated in table 7.4, node 4 has two neighbours, and with both of them it has active links
(indicated because the Type field is 1 ). Node 5 has advertised that its eccentricity is 4, and
through it node 4 can reach zero nodes, so it save 0+1 as the maximum received. On the other
hand, node 3 has sent some messages indicating that its eccentricity is 2, and that the number
of nodes that node 4 can reach through it is 2, so it stores 2+1 as the maximum received
from node 3. Based on the MAX RECV vector node 4 can make the calculation of what
its eccentricity is. The eccentricity of node 4 is max{max recv[node5], max recv[node3]} =
max{1, 3} = 3. The maximum number of nodes that node 5 can reach through node 4

(MAX2SEND to node 5 ), is the maximum of the MAX RECV vector without taking into
account the link with node 5. The same process is used to calculate this value for node 3.
With this operations and data, the following conditions are verified to ensure that the data
of the table correspond to the current state of the network:

1. The difference between the own eccentricity, and the eccentricity advertised by a neigh-
bour is no bigger than 1.

2. The eccentricity advertised by a neighbour must be:

• ecc[neighbor(i)] = max recv[neighbor(i)] − 1 if (max recv[neighbor(i)] − 1) >

(max2send[neighbo(i)] + 1)
This applies to the neighbours with lower eccentricity.

• ecc[neighbor(i)] = max2send[neighbor(i)] + 1 if (max recv[neighbor(i)] − 1) 6

(max2send[neighbor(i)] + 1)
This applies to the neighbours with larger or equal eccentricity.

• The number of neighbours that have lower eccentricity is not larger than 1. Be-
cause of the procedure for calculating the eccentricity of every node, a node can
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only have a neighbour with lower eccentricity or a neighbour with the same ec-
centricity.

• The own eccentricity is the maximum of the components of the MAX RECV
vector.

If the above conditions are met, then it can be ensured that data are updated and the
choice of leader can continue. Each node checks its own table, and individually begins to
verify the conditions to be or not the leader of the network.

7.3.5 How does a node realize that it can be the Leader of its
network?

After a node confirms that its table is updated, it checks if it is the leader of the network.
To be the leader of the network a node must:

1. Have lower eccentricity than all its neighbours.

2. If its eccentricity is equal to the eccentricity of one of its neighbours, its own ID must
be higher. It is important to say that the node ID is a unique value that identifies it in
the network. For example, the node addresses calculated with the method mentioned
in the Section 1.3.1 at page 12 can be used, due to the fact that this process guaranties
the uniqueness of the address.

3. Have successfully established communication with all its neighbours, i.e., all the neigh-
bors have been marked as accepted.

4. Not to be a border node with eccentricity bigger than 1. The only possibility for a
node that is located at the edge of the network to be the leader is if the network is
composed of at most two nodes.

In the case that the node detects that it is alone in its network, it declares itself as the
leader.

7.3.6 Under what topology changes the Leader is reseted and a
new Leader is selected?

In order to avoid false information, the leader of the network is reseted under some changes
of topology. The network leader will be reseted in a node if one of the following occurs:

• The node is currently the leader of the network, but the conditions have change and
now there is a node with a lower eccentricity, equal eccentricity and higher ID, or its
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table is outdated. The node also deletes itself as leader, if it is located in the edge of
the network and its eccentricity is bigger than 1.

• There is a leader in the network, but the node has discovered a new node, or there is
a node marked as tested in its table.

• The node detects that it has been separated from some of its neighbours.

• The node receives a test message (a neighbour discovered it).

• The node detects that the difference between its eccentricity and the eccentricity in-
formed by one of its neighbours is bigger than 1, or some data in its table is outdated,
see section 7.3.4.

The reset of the network leader leaves place for the selection of a new leader that obeys
to the topology conditions produced by the nodes movement.

7.3.7 How do two networks merge?

The partition and the merging of networks is a consequence of the topology dynamics, and
must be addressed if the objective is to obtain an algorithm that works under free movement
conditions.

As has been explained, if a network is composed by unconnected subnetworks, each sub-
system will have its own leader. When the subsystems are too close and a link is established
among them, then a unique leader must be chosen. In this way, at least one node in each
subsystem must detect a new neighbour that has a leader different from its own leader. So,
the links will be established and both of them will reset their leader, then they will inform
their neighbours about this event and finally the new merged network will start the selection
of a leader.

7.3.8 What does happen when a network is divided in two or more
pieces?

Following the conditions to reset a leader, when a node loses contact with one of its neigh-
bours, the leader is reseted, and if the network is divided in two or more pieces, each piece
selects a new leader obeying to the new conditions. The separation is informed to the neigh-
bours using update messages.

7.3.9 Other functions for the eccentricity

As has been explained through that chapter, the eccentricity is used to calculate the central
node of the network, but after it is achieved, the eccentricity will be used in the communi-
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cation process to transmit the messages related to the IDS and its sensors, so the data will
travel from the nodes with higher eccentricity to the nodes with lower eccentricity. Thus,
the time spent to reach the node which analyses the global data is minimized under the
assumptions mentioned in the section 7.1.

7.4 Verification and Validation of the Algorithm

The process of verification and validation is presented in the section 8.3.

7.5 Complexity Analysis

Although the time complexity is very important for the purpose of know how demanding
an algorithm is for the machine, when the algorithm implies the sending of messages among
nodes, is very important to calculate the message complexity, which makes reference to the
quantity of messages that need to be exchanged in order to meet the objectives, and in this
case to converge to the same result in each node.

To analyse the messages complexity ten examples are analysed, and then the results are
extended to a network composed of n nodes.

For the next calculation it is assumed that there are no losses of messages [27] and every
sent message is answered immediately.

First, the whole process is explained in detail for a pair of nodes, say node 1 and node 2,
where node 1 starts the process a few seconds before node 2.

The process in node 1 is the following:

1. Node 1 initializes the process by entering into a state called init. In this state no
messages are sent.

2. Then, the process continues with the state testing in which the node goes over the list
of neighbors until find a basic node. In the current case, due to the fact that node 2 is
the unique neighbor of node 1 and has not established any link, it will be the addressee
of a test message.

3. After sending the message, node 1 waits (for a limited quantity of time) a response in
the state listening, once a message arrives the next state is called.

4. In the state msg evaluation the incoming message is read. Assuming that the received
message is of type accept the next state is invoked.

5. In the state updating the eccentricity and the MAX2SEND is calculated, then all the
neighbours must be informed about the new established link, the new eccentricity and
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the correspondent MAX2SEND. As the eccentricity of node 1 has changed, it sends an
update message to node 2.

6. After completing step 5, the process will go to step 2 to verify if the node can be the
leader of the network, but it will realize that the eccentricity of node 2 is not updated,
so it can not be the leader. Node 1 discovers that it has not more neighbors that are
prone to establish links. Hence, the process will go from state testing to state listening

until the arriving of some message.

7. When the update message from node 2 arrives, node 1 will have its table completely
updated, so it will realize that it cannot be the leader of the network due to the fact
that node 2 has the same eccentricity and a higher ID.

For its part, the node 2 will execute the following process:

1. Node 2 has autonomy over the time to start the execution of the process, in this case
the assumption made is that it starts after node 1 has started, but is important to
clarify that the start time of node 1 and node 2 are completely independent. Node 2

initializes the process in the state init, and then it invokes to state testing to verify its
neighborhood.

2. In the state testing, the node has the capability to listen the medium before start
sending messages to its neighbors. Due to the fact that by this time node 1 had sent
a test message, it will be listened by node 2. To analyze the message, the next state is
called.

3. In the state msg evaluation the node interprets the message as type test and sends an
accept message to node 1.

4. Given the new accepted neighbor, it is necessary to inform the other members of the
network about this event. So the state updating is executed, and there it will send an
update message to all nodes that are detected that have their table outdated including
node 1.

5. The process goes back to state testing and node 2 listens the update message from node

1, updates its table and goes to state updating, but so it returns to state testing.

6. In the state testing, node 2 realizes that it meets all the conditions to become the leader

of the network, and since there are no messages to listen or basic nodes, it proceeds to
send a leader message to node 1.

In the Figure 7.4 the exchange of message between Node 1 and Node 2 is clarified.

In practice, both nodes can start the process with a little difference of time between them.
The worst case will be that both nodes send test and accept messages at the same time. The
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Figure 7.4: Sequence diagram of the exchange of message among nodes in the process of
link establishment between node 1 and node 2.

update messages are generated by the node that has suffered some change, so the worst case
for the process of updating will be forward of an update message asking for a response when it
has detected that the neighbor has not sent an update after sending of a message that informs
the neighbor about a change in the max2send, and implying a change in the eccentricity of
the addressee. Thus, from now each update message that updates the max2send and implies
a change in the eccentricity of the addressee is duplicated.

Now the process for a link establishment is clear, and the message complexity can be
calculated:

For two nodes:

• 2 test messages are generated (in the worst case).

• 2 accept messages are generated (in the worst case).

• 2 update messages are generated to inform about the change in the value of the eccen-

tricity.

• 1 leader message is generated.

For three nodes:

When a third node arrives to the previous net the exchange of messages will be as the
Figure 7.5 shows:

In summary:

• 2 test messages are generated (in the worst case).
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Figure 7.5: Sequence diagram of the exchange of message among nodes in the process of
a second link establishment when node 3 joins a net composed of two nodes.

• 2 accept messages are generated (in the worst case).

• 4 update messages are generated. 2 in order to inform the change of eccentricity (see
the white messages), 1 to send information about the change in the max2send and 1
as duplicated1.

• 2 leader messages are generated.

For four nodes:

When a fourth node arrives to the previous net the exchange of messages will be as the
Figure 7.6 shows:

In summary:

• 2 test messages are generated (in the worst case).

• 2 accept messages are generated (in the worst case).

1Remember that this has been duplicated having into account the worst case of the update messages.
See page 49. The number of duplicated messages equals the number of update messages that changes the
eccentricity of the addressee



7.5. COMPLEXITY ANALYSIS 51

Figure 7.6: Sequence diagram of the exchange of message among nodes in the process of
a third link establishment when node 4 joins a net composed of three nodes.

• 7 update messages are generated. 3 are only used to inform the change of eccentricity,
2 to send mixed information about the change in the max2send and in the eccentricity,
and the last 21 are duplicates.

• 3 leader messages are generated.

For five nodes:

When a fifth node arrives to the previous net the exchange of messages will be as the
Figure 7.7 shows:

In summary:

• 2 test messages are generated (in the worst case).

• 2 accept messages are generated (in the worst case).

• 8 update messages are generated. 3 are only used to inform the change of eccentricity,
3 send mixed information about the change in the max2send and in the eccentricity,
and 21 are duplicates.

• 4 leader messages are generated.
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Figure 7.7: Sequence diagram of the exchange of message among nodes in the process of
a fourth link establishment when node 5 joins a net composed of four nodes.

For six nodes:

When a sixth node arrives to the previous net the exchange of messages will be as the
Figure 7.8 shows:

In summary:

• 2 test messages are generated (in the worst case).

• 2 accept messages are generated (in the worst case).

• 11 update messages are generated. 4 are only used to inform the change of eccentricity,
4 send mixed information about the change in the max2send and in the eccentricity,
and 31 are duplicates.

• 5 leader messages are generated.

The messages of the six cases plus four more are summarized in the Table 7.5.

In the best case, the sending of leader messages will be produced only at the end of the
establishment of all the possible links. In the worst case, after the establishment of a link
there will be enough time to calculate the leader of the network and send the leader messages,
so when a new node joins the net, the former leader should be deleted and a new one must
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Figure 7.8: Sequence diagram of the exchange of message among nodes in the process of
a fifth link establishment when node 6 joins a net composed of five nodes.

be calculated. To be consistent in the message complexity, only the worst cases for each type
of messages are taken into account.

First of all, the total number of messages is calculated. The total quantity of messages
necessary for the establishment of the links and the leader election in a net of n nodes is
represented by the Equation (7.1).

TotalMessages(n) =
n

∑

i=1

(Ti + Ai + UEi + UMi + UDi + Li) (7.1)

Where:

T represents the test messages,
A represents the accept messages,
UE represents the update messages that informs the change in the eccentricity,
UM represents the update messages that informs the change in the max2send

and the change in the eccentricity,
UD represents the duplicated update messages,
L represents the leader messages.

For the test messages :
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Table 7.5: Messages for the process of establishment of links and leader calculation.

# of nodes Test Accept Update:Ecc Update:Mixed Update:Duplicated Leader

1 0 0 0 0 0 0
2 2 2 2 0 0 1
3 2 2 2 1 1 2
4 2 2 3 2 2 3
5 2 2 3 3 2 4
6 2 2 4 4 3 5
7 2 2 4 5 3 6
8 2 2 5 6 4 7
9 2 2 5 7 4 8
10 2 2 6 8 5 9

n
∑

i=1

Ti = 2 (n − 1) (7.2)

For the accept messages :

n
∑

i=1

Ai = 2 (n − 1) (7.3)

For the update messages, which information only updates the eccentricity :

n
∑

i=1

UEi =



























2

n+1

2
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i=2

i =
n2 + 4n − 5

4
, if n is odd

2

n

2
∑

i=2

i +
n

2
+ 1 =

n2 + 4n − 4

4
, if n is even

(7.4)

For the update messages that informs at the same time the change in the eccentricity and
in the max2send :

n
∑

i=1

UMi =
n

∑

i=3

(i − 2) =
n2 − 3n + 2

2
(7.5)

The update messages that are duplicated in the worst case are:
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n
∑

i=1

UDi =



























2

n+3

2
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i=4

(i − 2) + 1 =
n2 − 5

2
, if n is odd
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n+2

2
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i=4

(i − 2) +
n

2
+ 1 =

n2 − 4

4
, if n is even

(7.6)

And finally the total number of leader messages in the worst case is:

n
∑

i=1

Li =
n

∑

i=2

(i − 1) =
n2 − n

2
(7.7)

Now, replacing equation (7.2), (7.3), (7.4), (7.5), (7.6) and (7.7) in (7.1) the result is:

TotalMessages(n) =











3n2 + 6n − 11

2
, if n is odd

3n2 + 6n − 10

2
, if n is even

(7.8)

The result in the Equation (7.8) indicates that the proposed algorithm has a message
complexity of O (n2) in the worst case.





Chapter 8

Extension of the Algorithm for the
Topology Establishment and
Avoidance of Loops

In Chapter 7 the algorithm that was presented solves the election of the leader assuming the
existence of a Topology Control Protocol. In this Chapter, the algorithm is extended in order
to guarantee its correct operation in nets where a Topology Control Protocol has not been
implemented. Hence, the algorithm accomplishes also Topology Control Protocol functions
such us the establishment and selection of communication links and the elimination of loops.
In the previous chapter, with the Topology Control Protocol, the leader node was located
at the point of eccentricity of the topology established by it, but with the absence of the
protocol, the leader node is approximately located at the point of eccentricity of the physical
topology of the network.

Other assumptions obey to the stated in Section 7.1.

8.1 Design and definition of the Algorithm

The first responsibility of this extension is the elimination of physical loops among the nodes,
then the improvement of the eccentricity of each node is necessary in order to obtain a net
where all the nodes have the lowest possible eccentricity, this is what makes possible to situate
the leader node approximately at the point of physical eccentricity of the network.

8.1.1 A general description of the algorithm

Unlike the previous approach, with this extension once a neighbour B has been discovered
node A sends it a test message, when B receives the message and A is going to be accepted,



58
8. EXTENSION OF THE ALGORITHM FOR THE TOPOLOGY

ESTABLISHMENT AND AVOIDANCE OF LOOPS

B initializes a process to evaluate and avoid the existence of loops. This process is also
initialized by node A after the arriving of the accept message that comes from node B. If a
loop is detected by a node, the link that is involved in the loop is discarded by marking the
related neighbour as rejected. Once the network reaches the stability in the eccentricity of
all the nodes, the leader is elected.

8.1.2 Type of messages

This extension introduces the existence of two more messages:

Init message

Init messages are used to evaluate the presence of loops in the network. This process is
initiated after the reception of a test message when the source of the message is going to be
accepted, also when an accept message arrives or due to the reception of a leader message in
a node whose ID is the same that the leaderID informed by the message. This message has
the structure shown in Table 8.1.

Table 8.1: Structure of an Init Message.

Node ID Message type Source

int unsigned int unsigned int

This message is created by a node that is in the process of establish a new link, so the
node ID is registered in the source field and it is only changed if arrives to a node that has
a lower ID. Each time the message arrives to a new node it is forwarded and the Node ID
field is updated according to the ID of the node that forwards the message. This message is
recognised as having 5 as Message Type.

Test message

In addition to the functions mentioned before in the section 7.3.2, here the test messages

are also used to test if a node that has been previously rejected can be accepted under the
current topology conditions.

Reject message

When this kind of message is received in a node, it is because a neighbour has the objective
to indicate that it wants to avoid the use direct communication at least until a new state of
topology takes place.

This message is sent to the neighbour that does not offer a good position when a node
discovers a possibility to improve its current eccentricity, or when the establishment of a link
with a neighbour forms a loop. It is also used when a message has been received from a node
that has been previously rejected.

The structure of the reject message is similar to the test message structure, but the
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Message Type value is 0 ; see Table 7.2.

8.1.3 Type of nodes

Due to the new conditions imposed by the loop avoidance, some links must not be used, to
secure that those links are not used, the nodes are also marked as Rejected, and thus the
nodes can exchange messages with all their neighbours that do not have been marked as
rejected.

8.1.4 How does the algorithm avoid infinite eccentricities in the
presence of physical topology cycles?

The way that the eccentricity is calculated, leaves the possibility that if there is a loop in
the network, the eccentricity of the nodes increases without limit. Mid Detection [63] is a
strategy used to avoid this kind of problems in MANETs, and consists on the detection of
loops through the use of packets that have a field for the source address or ID, and when
this kind of packet arrives to its destination the source field is verified and compared with
the next hop ID, if it coincides then a loop is detected and the packet will not be send to the
next hop.

Here, a Mid Detection implementation was done with a little modification, and was mixed
with the change in the source field under certain conditions that are suggested by the Opt-

FloodMax strategy in [58]. Each time that a new node arrives to the network or a new
neighbor is discovered (say node B), a test message is sent. When the message is received
in the destination it evaluates the information and marks node A as rejected or accepted. If
node A is accepted, then an init message is sent by node B, in order to initialize the loop
detection procedure.

Figure 8.1: Exchange of init message among nodes in a network.

The init messages are forwarded each time they arrive to a node. In order to avoid
multiple loop detection procedures that can generate network partitions, the message which
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the source is the node with the lower ID in a path will be sent without changes in the source
to all neighbours (the unique node that will not receive this message will be the node where
it came from), but if the source of the message will be changed if it arrives to a node who has
a lower ID. If an init message arrives to a node whose ID is equal to the source of the packet,
a loop is detected and the packet is discarded, then the node that it came from is marked as
rejected and will receive a message with this information. Thus, the loop is broken and the
process to calculate the eccentricity will find a proper stability. See in Figure 8.1 the way
that init messages are exchanged when a new neighbour is discovered.

When a link is broken, as described above, the condition to always preserve at least one
connection is evaluated to prevent the isolation of the nodes.

Figure 8.2 shows how a loop is detected and how eccentricity is calculated.

Figure 8.2: Calculation of the eccentricity of a network with loops.

8.1.5 How does a node improve its position?

As has been mentioned, one of the main features of MANETs is their dynamic topology,
which continuously changes the network state. The movement cause the establishment or
dissolution of links; this can imply for example, that some nodes get a better eccentricity
using the new link instead of the old one. This problem is solved in this section.
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Suppose the network of Figure 8.3.

Figure 8.3: Movement of a node and the possibility of improve its eccentricity.

As can be seen, the eccentricity of node 5 is initially 4, and the leader of the network is
node 3. With the movement of node 5, a new link between node 5 and node 3 is established.
When node 3 detects node 5 sends a test message. So node 5 discovers that node 3 has the
same leader but has a lower eccentricity. Then, node 5 rejects (marks as inactive) to the first
node that has higher eccentricity than its new neighbour, makes a loop test to node 3 and
establish an active link with it, and finally resets its leader. The reset of the leader is known
by all the nodes of the network due to the update messages, which indicate to the network
that a new leader must be found.

Figure 8.4: Movement of a node and the possibility of improve its eccentricity.

The process results in the network shown in Figure 8.4, where the leader is again node 3.
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8.2 Limitations of the Algorithm

Some networks are composed of complex topologies where a node can be involved in nested
loops. That type of networks means a problem to this algorithm. Figure 8.5 shows a network,
where each node is involved in at least 4 loops.

Figure 8.5: A network with nested loops.

This algorithm tests loops using a metric that is not related with topology, although if a
topology metric, like node degree or the number of cycles of a node, is used it does not helps
so much due to the fact that in some topologies (for example pyramid topologies) any node
can be the centre of the network, so it is not a good solution.

8.3 Verification and Validation of the Algorithm

The specification, design, verification and validation of the algorithm were tasks that were
implemented in an iterative manner. Thus, the first specification made was the related to
the simplest function of the algorithm, and then a model of this was done using the Petri
Net approach. The resulting net was analysed in order to ensure that the model cover all the
possible events for the conditions under which the system could be found at some point, and
also to evaluate the performance of properties like deadlock free and safeness. If the model
showed that the specification had some problem, then it was fed back to find a solution to
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reach the desired results. Once the obtained model was verified, the function was coded
and validated using the simulation tool, if the codification or the results obtained showed
some problem with the conditions and calculations, then the model was readjusted. If the
desired results was obtained, then the next function was integrated to the previous model to
be verified, and repeat the process until achieve the validation. This method was used for all
functions, to accomplish the specification of the algorithm.

The construction of the model and its verification was realized on PIPE (Platform Inde-
pendent Petri net Editor). The evaluation of the Petri Net behavioral and structural proper-
ties gives clues about the characteristics that the system has. Appealing to Murata [66], the
behavioural properties are: reachability, boundedness, liveness, safeness, reversibility and
home state, coverability, persistence, synchronic distance and fairness; and the structural
properties are: structural liveness, controllability, conservativeness, repetitiveness, consis-
tency, S- and T-invariants, structural B-fairness. Taking into account the characteristics
of the transmission medium and the way that communication works, only some of these
properties need to be met strictly.

PIPE is a powerful tool, that includes some others tools (like DNAmaca which is useful
for the analysis of complex Timed Petri Nets) to improve the analysis. PIPE was chosen
to model the algorithm because it can handle large nets without problems, simulating and
analysing properties. In addition, it is an open source tool.

The analysis shown at Figure 8.6 corresponds to the evaluation made over the complete
model of the algorithm for an isolated node.

Figure 8.6: Space State analysis for an isolated node.

Figure 8.6 indicates: first, the model of the algorithm is bounded, so the algorithm does
not have problems of overflow; second the Petri net is safe, this implies that the maximum
number of tokens present in any place is 1, so the system can only execute the processing of
one message at time [43] that makes sense according to the specification of the algorithm;
and finally, the net does not have deadlocks, thus that the algorithm will continue working
no matter in which state it is.

The classification analysis provided by PIPE gives the result presented in the Figure 8.7.

The model corresponds to a state machine and not to a marked graph, indicating that
the algorithm does not have synchronization processes, however decisions can be found. The
structure of the net corresponds to a Free Choice Net, and due to the fact that Free Choice
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Figure 8.7: Classification analysis.

Nets are subnets of the Extended Free Choice Nets, then it is also an Extended Free Choice
Net. The net also has the property of be a Simple and Extended Simple Petri net. See page
27.

The reachability tree has 27 nodes, which means that the total number of states or
different markings reachable in the Petri net is 27, as shown in Figure 8.8. As can be seen,
all the states have input and output arcs, except the state S0 that corresponds to the initial
marking of the net. According to the definition of liveness (see page 30) this net is not alive,
but it does not imply a problem because it is not necessary that the net go back to this state
S0, which represents the initial state in which the nodes do not know their neighbourhood.

The blue nodes represent vanishing markings, that are markings that do not spend enough
time to be visualized, the tangible markings that are represented by red nodes, corresponds
to markings that are related with timed transitions [17].

After this analysis, the model was replicated, and the new model is composed by two
nodes running the algorithm. Nodes are in the range of each other. The space state analysis
result indicates that the net is bounded, safe and does not have deadlocks. In this case,
the characteristics of boundedness and safeness are very important, because they also make
reference to the transport medium, which can only manage one message at time, no matter
the strategy that is being used (multichannel, or monochannel). The result of this analysis
is shown in Figure 8.9, and the classification in Figure 8.10.

The net is no a state machine due to the model of the transmission medium which has,
adds or transforms some transitions to have more than one input place (synchronization)
or more than one output place. The conflicts that existed before were not affected by the
medium model, so the net still being a not marked graph. The integration also implied the
presence of confusion, so the net cannot be classified as Free Choice, Extended Free Choice,
Simple or Extended Simple. Confusion implies the presence of conflicts in the net, but they
are solved deterministically.

For the model of two nodes, it was not possible to construct the reachability graph, but
it was verified through the use of simulation the firing of all the transitions.
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Figure 8.8: Reachability graph. Blue nodes are Vanishing nodes, and red nodes are
Tangible nodes.

Figure 8.9: Space State analysis of the model for two nodes executing the algorithm

Although of the importance of all the properties of the Petri nets, the liveness and safeness
are the more relevant in the study of the correctness of an algorithm where the communication
is an important fact [66]. The analysis made to the model of the algorithm shows that
effectively the algorithm is safe and bounded, but not alive for the reasons given before,
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Figure 8.10: Classification of the model for two nodes executing the algorithm

however if the first state were eliminated of the model (because is no relevant to go back to
this state) the net becomes alive. Thus, the requirements for the correctness of the algorithm
are met.

8.4 Complexity Analysis

Here the complexity is calculated for those nets with loops, but not with nested loops, because
although the algorithm can solve this topologies, it was not the goal of this thesis and would
not give a good solution for such as cases.

Similar to the process followed in the section 7.5, some examples are presented and then
their complexity is calculated. The examples start with two nodes due to the fact that if the
net is composed of only one node, no messages will be exchanged. Under the assumption
that nodes cannot appear or disappear suddenly in the net, the possibility that a new node
can establish two links at the same time is low, but it has been considered as the worst case,
thus, each time that a new node arrives to the net it will establish two new links conforming
a loop, after the process of loop evaluation one of them will be dissolved.

Is important to have into account that after the establishment of the two links and until
the dissolution of the loop, nodes will stay sending update messages obeying to the continuous
change of the eccentricity. When the new topology is found, nodes will send update messages

in order to obtain the final eccentricity that will allow the existence of the leader.

For two nodes:

• 2 test messages are generated (in the worst case).

• 2 accept messages are generated (in the worst case).

• 2 update messages are generated to inform about the change in the value of the eccen-

tricity.
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• 1 init message.

• 1 leader message is generated.

For three nodes:

Suppose that a net with two nodes has found its leader, and a third node arrives. Given
to the fact that the node that sends the accept message is the one that initializes the loop
evaluation, the largest number of messages occurs when node 3 is the one that accepts to
node 1 and node 2, so it will be considered as the worst case.

Figure 8.11 shows the messages that are exchanged among the nodes in order to break
the loop and calculate the eccentricity.

The calculation of the total number of messages requires to find a pattern of the way that
messages are generated. To facilitate this process, the messages that are produced before
and after the breaking of the loop are identified and separated.

In the Figures that will be showed in the rest of this section, messages are associated with
colours in the following way: test and accept messages are drawn in black, init messages are in
dark gray, update messages that inform a change in the max2send or change in the max2send

and the eccentricity are blue-green (teal), and the update messages that only inform about
a change in the eccentricity field are dark blue.

In summary for the three nodes, the messages before and during the breaking of the loop
are:

• 4 test messages are generated (in the worst case).

• 4 accept messages are generated (in the worst case).

• 8 init messages.

• 8 update messages are generated, 4 announce a change in the max2send, and 4 more
are considered under the conditions of the worst case (see the previous chapter).

• 4 update messages that inform a change in the eccentricity.

After the breaking of the loop the messages are:

• 1 init message is generated.

• 8 update messages are generated. 4 announce a change in the max2send, and 4 more
are considered under the conditions of the worst case.

• 2 update messages that inform a change in the eccentricity.

• 2 leader messages are generated.
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Figure 8.11: Message exchange in a net with three nodes.

For four nodes:

When a fourth node arrives to the previous net, the exchange of messages will be as
Figure 8.12 shows:

In summary for the four nodes, the messages before and during the breaking of the loop
are:
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Figure 8.12: Message exchange in a net with four nodes.

• 4 test messages are generated (in the worst case).

• 4 accept messages are generated (in the worst case).
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• 10 init messages.

• 12 update messages are generated, 6 announce a change in the max2send, and 6 more
are considered under the conditions of the worst case (see the previous chapter).

• 4 update messages that inform a change in the eccentricity.

After the breaking of the loop the messages are:

• 2 init messages are generated.

• 12 update messages are generated. 6 announce a change in the max2send, and 6 more
are considered under the conditions of the worst case.

• 4 update messages that inform a change in the eccentricity.

• 3 leader messages are generated.

For five nodes:

When a fifth node arrives to the previous net, the exchange of messages will be as Figure
8.13 and 8.14 show:

In summary for the five nodes, the messages before and during the breaking of the loop
are:

• 4 test messages are generated (in the worst case).

• 4 accept messages are generated (in the worst case).

• 12 init messages.

• 16 update messages are generated, 8 announce a change in the max2send, and 8 more
are considered under the conditions of the worst case (see the previous chapter).

• 8 update messages that inform a change in the eccentricity.

After the breaking of the loop the messages are:

• 3 init messages are generated.

• 16 update messages are generated. 6 announce a change in the max2send, and 6 more
are considered under the conditions of the worst case.

• 4 update messages that inform a change in the eccentricity.

• 4 leader messages are generated.
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Figure 8.13: Message exchange in a net with five nodes. Before and during the loop
breaking.

For six nodes:

When a sixth node arrives to the previous net, the exchange of messages will be as Figure
8.15 and 8.16 show:

In summary for the six nodes, the messages before and during the breaking of the loop
are:
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Figure 8.14: Message exchange in a net with five nodes. After the loop breaking.

• 4 test messages are generated (in the worst case).

• 4 accept messages are generated (in the worst case).

• 14 init messages.

• 20 update messages are generated, 10 announce a change in the max2send, and 10 more
are considered under the conditions of the worst case (see the previous chapter).

• 8 update messages that inform a change in the eccentricity.

After the breaking of the loop the messages are:

• 4 init messages are generated.

• 20 update messages are generated. 6 announce a change in the max2send, and 6 more
are considered under the conditions of the worst case.

• 6 update messages that inform a change in the eccentricity.
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Figure 8.15: Message exchange in a net with six nodes. Before and during the loop
breaking.
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Figure 8.16: Message exchange in a net with six nodes. After the loop breaking.

• 5 leader messages are generated.
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For seven nodes:

When a seventh node arrives to the previous net, the exchange of messages will be as
Figure 8.17, 8.18 and 8.19 show:

Figure 8.17: Message exchange in a net with seven nodes. Part I.

In summary for the seven nodes, the messages before and during the breaking of the loop
are:

• 4 test messages are generated (in the worst case).

• 4 accept messages are generated (in the worst case).
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Figure 8.18: Message exchange in a net with seven nodes. Part II.

• 16 init messages.

• 24 update messages are generated, 12 announce a change in the max2send, and 12 more
are considered under the conditions of the worst case (see the previous chapter).

• 12 update messages that inform a change in the eccentricity.

After the breaking of the loop the messages are:

• 5 init messages are generated.
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Figure 8.19: Message exchange in a net with seven nodes. Part III.

• 24 update messages are generated. 6 announce a change in the max2send, and 6 more
are considered under the conditions of the worst case.

• 6 update messages that inform a change in the eccentricity.

• 6 leader messages are generated.

For eight nodes:

When a eighth node arrives to the previous net, the exchange of messages will be as
Figure 8.20, 8.21, 8.22 and 8.23 show:
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Figure 8.20: Message exchange in a net with eight nodes. Part I.

In summary for the eight nodes, the messages before and during the breaking of the loop
are:

• 4 test messages are generated (in the worst case).

• 4 accept messages are generated (in the worst case).
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Figure 8.21: Message exchange in a net with eight nodes. Part II.

• 18 init messages.

• 28 update messages are generated, 14 announce a change in the max2send, and 14 more
are considered under the conditions of the worst case (see the previous chapter).

• 12 update messages that inform a change in the eccentricity.
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Figure 8.22: Message exchange in a net with eight nodes. Part III.

After the breaking of the loop the messages are:

• 6 init messages are generated.

• 28 update messages are generated. 6 announce a change in the max2send, and 6 more
are considered under the conditions of the worst case.
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Figure 8.23: Message exchange in a net with eight nodes. Part IV.

• 8 update messages that inform a change in the eccentricity.

• 7 leader messages are generated.

The messages of the eight cases plus one more case are summarized in the Table 8.2 and
8.3.

Table 8.2: Test, Accept, Init and Leader messages for the process of establishment of links
and leader calculation.

# of nodes Test Accept Init 1 Leader

1 0 0 0 0
2 2 2 1 1
3 4 4 8 2
4 4 4 10 3
5 4 4 12 4
6 4 4 14 5
7 4 4 16 6
8 4 4 18 7
9 4 4 20 8

1Before and during the breaking of the loop
2After the breaking of the loop
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Table 8.3: Update messages for the process of establishment of links and leader calculation.

# of nodes Init2 Update:Ecc1 Update:Ecc2 Update:Mixed1 Update:Mixed2

1 0 0 0 0 0
2 0 2 0 0 0
3 1 4 2 8 8
4 2 4 4 12 12
5 3 8 4 16 16
6 4 8 6 20 20
7 5 12 6 24 24
8 6 12 8 28 28
9 7 16 8 32 32

In the best case, the sending of the leader messages will be produced only at the end of
the establishment of all the possible links. In the worst case, after the establishment of a link
there will be enough time to calculate the leader of the network and send leader messages.
So when a new node joins the net, the former leader should be deleted and a new one must
be calculated. To be consistent in the messages complexity, only the worst cases for each
type of messages are taken into account.

First of all, the total number of messages is calculated. The total quantity of messages
necessary for the establishment of the links and the leader election in a net of n nodes is
represented by the Equation (8.1).

TotalMessages(n) =
n

∑

i=1

(Ti + Ai + IBi + IAi + UEBi + UEAi + UMBi + UMAi + Li)

(8.1)

Where:

T represents the test messages,
A represents the accept messages,
IB represents the init messages before and during the loop breaking,
IA represents the init messages after the loop breaking,
UEB represents the update messages that informs the change in the eccentricity

before and during the loop breaking,
UEA represents the update messages that informs the change in the eccentricity

after the loop breaking,
UMB represents the update messages that informs the change in the max2send

and the change in the eccentricity before and during the loop breaking,
UMA represents the update messages that informs the change in the max2send
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and the change in the eccentricity after the loop breaking,
L represents the leader messages.

For the test messages :

n
∑

i=1

Ti = 2 + 4
n

∑

i=3

4 = 2 + 4 (n − 2) = 4n − 6 (8.2)

For the accept messages :

n
∑

i=1

Ai = 2 + 4
n

∑

i=3

4 = 2 + 4 (n − 2) = 4n − 6 (8.3)

For the init messages :

n
∑

i=1

IBi = 1 + 2
n

∑

i=3

(i + 1) = n2 + 3n − 9 (8.4)

n
∑

i=1

IAi =
n

∑

i=3

(i − 2) =
n2 − 3n + 2

2
(8.5)

For the update messages whose information only updates the eccentricity, and are gener-
ated before and during the loop breaking:

n
∑

i=1

UEBi =



























8

n−3

2
∑

i=1

i + 2 (n − 1) = n2 − 2n + 1 , if n is odd

8

n−2

2
∑

i=1

i = n2 − 2n , if n is even

(8.6)

For the update messages whose information only updates the eccentricity, and are gener-
ated after the loop breaking:

n
∑

i=1

UEAi =



























4

n−3

2
∑

i=1

i + 1 + 2 =
n2 − 5

2
, if n is odd

4

n−4

2
∑

i=1

i + 1 + 2 + n =
n2 − 4

2
, if n is even

(8.7)

For the update messages that informs at the same time the change in the eccentricity and
in the max2send, and are generated before and during the loop breaking:
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n
∑

i=1

UMBi = 4
n

∑

i=3

i − 1 = 2
(

n2 − n − 2
)

(8.8)

For the update messages that informs at the same time the change in the eccentricity and
in the max2send, and are generated after the loop breaking:

n
∑

i=1

UMAi = 4
n

∑

i=3

i − 1 = 2
(

n2 − n − 2
)

(8.9)

For the leader messages :

n
∑

i=1

Li =
n

∑

i=1

(i − 1) =
n2 − n

2
(8.10)

Now replacing (8.2), (8.3), (8.4), (8.5), (8.6),(8.7), (8.8), (8.9) and (8.10) in (8.1) the
result is:

TotalMessages(n) =











15n2 + 6n − 63

2
, if n is odd

15n2 + 6n − 60

2
, if n is even

(8.11)

The result that is shown in the Equation (8.11) indicates that the proposed algorithm
has a message complexity of O (n2) under the presence of loops.

At this point is important to have clarity about the structure that is formed at the end
of the execution of the algorithm (or partial execution, due to the dynamic topology of the
network). This implies to make a short review of some graph theory concepts. See Chapter
5. Remembering that the algorithm permits that every node of the network knows its own
eccentricity, the nodes establish communication channels hierarchically (with the neighbour
with lower eccentricity and the neighbours with higher eccentricity), loops are avoided, nodes
can improve its positions being connected with the neighbour that offers a better eccentricity,
and that the leader of the network is the node whose eccentricity equals the radius of the graph
that represents the network; it can be affirmed that the structure that has been constructed
corresponds to a spanning tree of shortest paths (SPT), that is rooted at the central point
of the graph, or to be precise a Minimum Diameter Spanning Tree (MDST).



Chapter 9

Algorithm for the Identification of the
Nodes to Cover the Entire Network

In Chapter 7 and 8 the strategy to elect the node (that was called leader) was explained.
The leader node is responsible for the correlation of the local events to infer about the state
of the global security of the network, and is chosen as the node that is located in a point
that minimizes the number of hops from the “local sensors” to the leader, while the stability
of the IDS was improved.

For the election of the sensors that need to be spread in the net, the strategy is different.
In first place the objective of the existence of these nodes, is the coverage of the entire
network, i.e., a set of nodes must be elected in a way that ensure that the packets that cross
the network are evaluated by the IDS process; and second, due to the fact that in MANETs
the resources are limited, the number of sensors must be minimized.

9.1 Proposed Strategy

The distributive nature of MANETs causes that processes like the routing and broadcasting
do not have a predefined path to send messages. In order to solve that situation the cre-
ation of a virtual backbone has been proposed by some authors. These backbones have been
accomplished computing Dominating Sets (DS) basically in two flavours: Connected Domi-
nating Sets (CDS) and Weakly Connected Dominating Sets (WCDS) [7, 19, 30, 104]. This
gives some clues to elect the nodes that will be responsible for the IDS processes guarantying
the coverage.

In order to identify a strategy, some definitions must be evaluated:

Dominating Set: a set S is said to be a Dominating Set (of vertices) of a graph G = (V, E)
if each node in G is either in S or adjacent to at least one of the nodes in S [20, 7].
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Connected Dominating Set: S is a Connected Dominating Set of a graph G = (V, E)
if it is a Dominating Set and the resulting subgraph is connected [7], i.e., any pair of
nodes in the set can communicate through a path of nodes that are entirely within the
CDS.

Weakly Connected Dominating Set: S is a Weakly Connected Dominating Set of a
graph G = (V, E) if it is a Dominating Set and all the edges of G have at least one end
point in the set [7].

The efficiency of an IDS in a MANET not only can be evaluated by the successful detection
of intrusions, but because the resources consumption is controlled. The location of IDS
sensors in every node of the network is not very efficient, so a good strategy is to place
sensors in certain points without affecting the detection tasks. Given the MDST that is
obtained executing the algorithm, a CDS can be constructed; this set will include all the
nodes except the leaves of the tree, thus most of the nodes will be executing IDS tasks, but
as explained above this solution is not efficient.

In [7] Alzoubi et ál., propose an algorithm to build a Weakly Connected Dominating Set
(WCDS) using a colouring strategy over a spanning tree. In the tree, each node is given
a rank according to its level. The ranking process is started by the root (whose rank is 0)
through the sending of message to its children. When the ranking is completed the root
starts the marking by colouring itself as black and sending this information to its children.
Each child that receives information that its parent has been marked as black, marks itself
as gray, but if the message says that its parent is gray then it will be marked as back. At
the end of the algorithm the tree will be compose of gray and black nodes, where the black
nodes belong to the WCDS. If this solution is used as strategy to locate the sensors of the
IDS, a coverage as the shown in the Figure 9.1 will be obtained.

Figure 9.1: Network coverage locating IDS sensors in the WCDS.

Figure 9.1 shows that the IDS sensors are located in nodes 1, 4, 5, and 6. Node 2 packets
are analyzed by the sensors of nodes 4, 1, and 5 (see the red circles) which are connected
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with the node (black lines indicate the connections). This redundancy in the coverage of a
node may be a good strategy in networks with enough resources, but in MANETs it is not
efficient. A good coverage for the nodes in MANETs will be as the shown in Figure 9.2.

Figure 9.2: Desired coverage of the IDS sensors.

The structure of the Figure 9.2 that is also shown in [7], corresponds to a particular set
called Maximal Independent Set, the following definitions clarify the term:

Independent Set: a set S is a subset of vertices that is said to be an Independent Set of a
graph G if there is no edge between any pair of nodes in S [7, 99]. Here is important
to remember Balakrishnan in [13], when affirms that “an independent set is also a
dominating set if and only if it is a maximal independent set”.

Maximal Independent Set (MIS): A set S is a subset of vertices that is said to be a
Maximal Independent Set of a graph G such that if a node is not in the MIS, then it is
adjacent to any node of the MIS. This definition implies that the addition of a vertex
in the set will break the independence property [19].

The definition of the MIS implies that the shortest distance between any two subsets of
vertices in S is either two or three hops [25]. In order to fulfill the objective of efficient use
of resources in the MANETs, the strategy to elect the nodes that will monitor the security
of themselves and their neighbours, will be to construct a Maximal Independent Set with
the largest distance possible. The network drawn in the Figure 9.1 will look as the shown
in Figure 9.3 using the MIS approach. Where node 2 is covered by the monitors located in
node 1 and 5.

9.2 Design of the Algorithm

The algorithm for the election of the monitors of the IDS will be integrated with the algorithm
that was presented in Chapters 7 and 8. Its implementation will require the addition of some
conditions to mark the nodes with a “colour”, increase the tables with an extra field and
add a field to the leader and update messages. The nodes will be marked with 0, 1, 2, and 3
corresponding to white, black, gray, and purple respectively. The following are the conditions
which need to be added:
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Figure 9.3: Coverage obtained locating the IDS sensors in the MIS of the graph that
represents the network.

• If the node has no leader yet (leader ID = 0) then colour = 0 (white).

• If the node discovers itself as the leader of the network then colour = 1 (black).

• If a message arrives (obeying the conditions to take the information as valid) informing
that it is required to delete the current leader, then colour = 0 (white).

• If the parent (the neighbour with lower eccentricity, or equal eccentricity and higher
ID) is white (related in the table) then the node is white (colour = 0).

• If the parent is black then the node is gray (colour = 2).

• If the parent is gray, and the node is not in the border of the network then the node is
purple (colour = 3).

• If the parent is gray, and the node is in the border of the network then the node is
black (colour = 1).

• If the parent is purple then the node is black (colour = 1).

Nodes marked as black are those which monitor the packets that cross its range (including
its packets). The colouring and the leader are closely related, so the response to the dynamics
of the network will be equal.

The result to apply the algorithm to the network shown in Figure 9.1 is the presented in
Figure 9.4.
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Figure 9.4: Coverage obtained locating the IDS sensors according to the algorithm to
elect the monitors.

9.3 Complexity Analysis

Due to the fact that the strategy does not generate more packets, the message complexity
does not increase.





Chapter 10

Security for the Algorithm

The algorithm lacks of a mechanism to secure the data and avoid the active or passive attacks
against its messages, i.e., it needs some proactive security mechanisms like cryptographic or
authentication. Cryptography requires the existence of cryptographic keys and their man-
agement. The lack of resources in MANETs makes hard such an implementation [103], but
some advances have been made in this field, and the same mechanism used to protect the
network can be used also to protect the construction and maintenance of the tree for the
IDS.

An interesting strategy, was found in the mechanism proposed by Nargunam and Sebas-
tian [67]. Every node of the network is supposed to have a valid identity. When a node
arrives to the network, an identity verification process is initialized by the neighbours and it
can be admitted in the net. After the admission into the cluster (the network is divided into
clusters) the public keys of the cluster members are exchanged. The packets are encrypted
and decrypted in the network layer, but it requires a lot of time because when a node receives
the packet it must be decrypted using the private key to know if the message was addressed
to the node, if the node is not the final destination, then the message is encrypted using the
public key of the next node in the route to the final destination. All the members of the
cluster are continuously monitored by the neighbouring nodes, to evaluate the behaviour and
deny or allow the entrance to the network. The benefit of the scheme is that the network is
divided into clusters, but the clusters do not have clusterhead to the key manage, so a point
of failure for the security mechanism is eliminated.



Conclusions, Main Contributions and

Future Work

The establishment of a DS in a network and its use in IDS is not new, nor is the fact of
constructing minimum diameter spanning trees. The main contribution of this work is the
construction and maintenance of a minimum diameter spanning tree in a distributed network
where the topology changes frequently.

The algorithm presented is not asynchronous, but for the leader messages a simple strategy
of maintain a register of the last leader that was erased helps with the avoidance of invalid
information, the same strategy can be used for the other type of messages.

Merge and partitions are events that causes the erasing of the leader of the partitions that
are involved, thus the algorithm ensures that the net will never have more than one leader
at the same time.

Changes in the topology may imply that while the network is propagating the election
of a leader, the election process has to be repeated to elect a leader according to the new
conditions. This is not an abnormal behaviour due to the fact that the leader election and
the tree construction strictly depend on the network topology.

The algorithm manages packet losses that can be detected through the evaluation of
the data contained in the tables of each node, when this happens the nodes are given the
capability of request the sending of the message by forwarding the last sent message.

The work presented in [91] constructs a backbone composed of a MIS of 3-hops of distance
among the nodes of the set, obtaining a good complexity but the algorithm does not support
the dynamic inherent to MANETs and does not break the loops.

The algorithm presented accomplish the construction and maintenance of a minimum di-
ameter spanning tree without calculate and storage the information related with the distance
to every node in the net, so the algorithm complete its function with a good performance in
the use of the memory resources. The use of the memory and the supporting of the changes
in the topology differenciate the work done here with the one presented in [21].

Some algorithms are presented to have a good message complexity, but the calculation
assumes that only one node starts the process and the other nodes wake up when receiving
messages, and also that the network is static and has already been established. In contrast,
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the calculation presented here assumes that in the worst case the nodes are joined to the
network one at the time, the nodes that are involved in the merge start the process at the
same time, the network can change during the process, and additionally the nodes do not
need to wait for the reception of the same number of messages avoiding the existence of dead
locks.

In order to improve the stability of the network, the leader can have a backup node, so
that a register of the analysis that has been done before can be maintained.
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[32] A. Garćıa and J. Gómez. Sensor Networks and Configuration: Fundamentals, Stan-
dards, Platforms, and Applications, chapter 17: MANET versus WSN. Springer Berlin
Heidelberg, 2007.

[33] S. Giordano. Handbook of Wireless Networks and Mobile Computing, chapter Mobile
Ad Hoc Networks, pages 325–347. John Wiley & Sons, Inc, 2002.

[34] L. Goodman, A. Lauschke, and E. Weisstein. Dijkstra’s algorithm. MathWorld–A
Wolfram Web Resource.

[35] J. Haerri and C. Bonnet. On the classification of routing protocols in mobile ad-hoc
networks. Technical report, Institut Eurécom, Department of Mobile Communications,
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